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PROJECT DESCRIPTION

Transportation planners in coastal communities are increasingly considering future hazards and risks of sea-level rise (SLR), which are communicated in public meetings via PowerPoint presentations with charts as well as two-dimensional (2D) maps that visualize information using Geographic Information Systems (GIS) technologies.

The Southeast Florida Regional Climate Compact adopted a Unified Sea-Level Rise Projection to guide longer-term development and investment in infrastructure, and the University of Florida Geoplan Sea-Level Scenario Sketch Planning Tool uses the projections to map areas vulnerable to current and future flood risks.

**Figure 1. Map of Study Area. Source: University of Florida Sea Level Sketch Planning Tool**
This research focuses on a study area in Fort Lauderdale—a two-block stretch of Las Olas Blvd. between Southeast 9th Ave. and Southeast 11th Ave. where researchers expect mean high tides up to 36 inches higher in the year 2100. The project investigates a community planning process in which a combination of high- and low-tech visualization methods—a Geographic Information System (GIS) and a human artist—was used to increase public participation and draw out local knowledge which helps the decision-making process for the future. Mixed reality technologies such as Microsoft Hololens (augmented reality) and Samsung VR Gear (virtual reality) offer immersive educational and engagement experiences, which may convey information in a more meaningful way. Using a quasi-experimental methodology of before-and-after surveys, we compare the degree to which virtual reality technologies improve (or impede) constituents’ absorption of information regarding sea-level rise risks to roadway infrastructure in their communities.

Research Objectives

A. Analyze strengths and weaknesses of current communication methods in their ability to communicate intended informational points clearly and succinctly (PowerPoint presentations, 2D maps, charts and graphs) focusing on long-range transportation planning with in community meetings
B. Determine which immersive technologies (ie. augmented reality and virtual reality) can be deployed in the public to engage with community members regarding long-range transportation planning considerations
C. Examine constituents’ overall impressions of transportation planning issues based on community meetings that are supplemented with immersive reality technology (VR glasses) in a workshop setting supplemented by surveys

Literature Review

The dominant paradigm in city planning emphasizes planning with rather than for the community. Planners and designers of the built environment have long concerned themselves with ways to facilitate more informed and meaningful community engagement. Community engagement is defined as the dissemination of information to inform, educate, and empower the public on development or policy interventions and the involvement of the public in the planning process to influence decision-making (Casello, Towns, Bélanger, & Kassiedass, 2015). City planning processes are contingent on data visualizations that can effectively communicate plans
and policies to structure and encourage broad public involvement (Al-Kodmany, 2002; Perkins and Barnhart, 2005).

The most common platforms for public engagement include public presentations, hearings, workshops, and charrettes, which typically rely on traditional methods of representation including 2-D and 3-D visualizations. While traditional methods of representation have their analytical and evidential value in community planning processes, it has been well-documented that dense or abstract information about the implications of spatial and policy concepts communicated in these forms may be difficult to visualize and comprehend for some lay participants (e.g. Al-Kodmany, 2000; Gordon, Schirra, & Hollander, 2011; Sheppard, 2005), consequently leading to severe limitations in effective communication and collaboration. Gordon and Manosevitch (2011), focusing on process and involvement, argue that conventional techniques and practices for public engagement in community planning may inhibit a deliberative setting by relegating the cognitive process a “top-down” approach in which the “emitter” (or professional) and “listener” (the public) barely interact. The “top-down” approach typically hinders informed and meaningful participation in the planning and decision-making process (Al-Kodmany, 2000).

Gordon, Shiraa, & Hollander (2011) further develop this discourse, describing ways in which more immersive methods of participatory planning, such as Public Participation Geographic Information System (PPGIS) tools (challenged based), 3D computer-aided design (sensory based), and story-telling and gaming (imaginative based) may further facilitate understanding and evaluation of community planning concepts. By extension, these tools feed into more meaningful and inclusive community participation in planning processes and outcomes (Al-Kodmany, 2002; Foth et al. 2009).

Recent visualization evaluation studies and practical applications have integrated highly immersive environments into the planning process, utilizing the virtual, augmented, and mixed-reality visualization technologies of the digital revolution. This section reviews related studies and nascent applications of virtual, augmented, and mixed-reality visualization tools in the planning process as it relates to community engagement to influence understanding, emotion and action.

DEFINING AUGMENTED, VIRTUAL, AND MIXED-USE REALITY

Immersive environments are created by immersive technologies (Bach et al., 2016), including virtual reality (VR), augmented reality (AR) and mixed reality (MR). While VR completely
occludes the natural environment and immerses users into digital environments, AR and MR superimpose virtual information into the user’s natural surroundings in real time (Millgram and Kashino, 1994). MR distinguishes itself further by enabling interaction and manipulation between physical and virtual content (Foundry, 2017). AR and MR technologies supplement our perception of the real world rather than supplant.

Immersive technologies use stereoscopic techniques, thereby creating an engaging and immersive visual environment (Bach et al., 2016). VR/AR/MR head mounted displays and mobile systems are becoming increasingly more accessible, spanning a wide range of prices, levels of sophistication, and functionalities such as Google Cardboard, Microsoft HoloLens, HTC VIVE, and Samsung Oculus Rift. The lower-cost hardware technologies are expanding the opportunities for practical applications and scientific insights. Immersive environments have already transformed how individuals learn, make decisions, and interact with the physical world across the fields of visualization, construction, architecture, urban and environmental planning.

**VR/AR/MR IN URBAN PLANNING**

Given the spatiality of urban design and planning, a growing body of literature examines the development of VR/AR/MR visualization technologies primarily as communication tools to facilitate public participation and urban decision-making (e.g. Al Kodmany, 2002; Rossou et al. 2005; Lorentzen, Kobayashi, & Ito, 2009). Considerable evidence demonstrates the effectiveness of immersive technologies’ ability to enhance cognition and mediate between the public and planners, architect or developers at three key stages in the design and planning process: concept design, developed design, and planning review.

Jos P. Van Leeuwen (2018) examined the effectiveness of virtual reality in participatory planning. VR headsets were used to engage the community in decision-making for the redesign of a public park. Competing 3D-rendered designs were voted on after being seen through the VR headset. Results showed that there was higher engagement and increased memory of displayed information on VR headsets rather than non-immersive displays. In the study, 76 participants were recruited for the experiment with 42 using the headset to view the designs while the other 34 viewed the designs on a computer. The participatory nature of this experiment was reflected in the municipality’s interest to include all inhabitants in the decision-making process. Through an immersive experience such as virtual reality, participants were able to further show exactly what their needs and wishes were regarding the redesign of the park.
Schrom-Feiertag, Settgast, and Regal (2018) investigated improvements to participatory planning and the decision-making process through three mixed-reality workshops. Their goal was to find a way to include stakeholders of every background to facilitate a swift planning process at every phase through immersive technology. The workshops gathered public opinion on how AR and VR could be used in the participatory process, how it could affect a streetscape, and what the opportunities and disadvantages to the technology were. Results from these experiences showed that many of the participants were comfortable using the technology and suggested that it might attract a younger crowd or those who are tech-savvy to participate in the planning process. The ability to decentralize the application into smartphone use was mentioned as the goal of the technology to reach as broad of an audience as possible. The drawback at the moment is the substantial cost of setting up the technology for workshops while an increase in efficiency remains to be seen. Otherwise, the participants reacted positively to using the new technology and the prospect of its use in participatory planning.

Sareika and Schmalstieg (2007) explored in-situ AR utilizing the Urban Sketcher application at the concept design stage to encourage and improve communication on urban design among professionals and community stakeholders. The Urban Sketcher application allowed users to manipulate design parameters in real-time within an AR environment. The tool provided an intuitive method for collaboration and interaction for planners and the community by overlaying the real environment with sketches, facades, buildings, green spaces or skylines.

The Massachusetts Institute of Technology (MIT) Media Lab explored AR more broadly during the plan development stage with the CityScopeAR display table to facilitate a public discussion and decision-making process on locations for refugee accommodation in the City of Hamburg on a project called Finding Places (Noyman, Holtz, Kröger, Noennig, & Larson 2017). The project utilized optically-tagged LEGO bricks, simulation algorithms, and AR to model potential locations for refugee accommodations in real-time during several community engagement meetings. Participants could move the gridded LEGO bricks around the table to control locations and attributes of accommodations and visualize the results.

Reinwald et al. (2014) evaluated AR against traditional visualization methods during the plan review stage. The research compared the way two groups evaluated development plans using the AR “Ways2gether” mobile application compared to 2-D plans and 3-D renderings in the participation processes of two field tests differing in planning topic complexity and location. The target group explored the site through Ways2gether while the control group through conventional
visualizations. Though both visualization methods proved to be suitable navigate through the proposed design and express opposition or support, participants evaluated the Ways2gether application more highly than 2D or 3D plans. Ways2gether users attributed increased realism, immersiveness, and identification of planning objects’ scale and position. The Ways2gether participants demonstrated a considerable increase in knowledge of the projects. Comparison of the differing planning contexts revealed that AR applications can be most advantageous in complex and large-scale planning projects.

Olsson, Savisalo, Hakkarainen, and Woodward (2012) conducted a similar evaluation with decision-makers concerning the usefulness of a mobile AR system for visualizing urban plans of a contentious city planning project in comparison with paper visualizations. Twenty city officials of the municipal government were taken on an on-site walking tour along a predetermined route using phones to view the planned buildings from each spot. Participants regarded the AR visualizations as a useful and appropriate tool for visualizing the plans by allowing a real-time holistic picture of the future built environment from a first-person perspective. The on-the-ground perspective and 3D aspects of the AR system were reported to better inform officials’ evaluation and decision making by allowing discussion and opinion forming to be based on their experience of the plan.

Erath (2017) utilized VR to understand its added value as an engagement and communication tool in transportation planning. On PARK(ing) Day, 2016, participants were invited to virtually cycle on three different streets redesigned for slow traffic, pedestrians and cyclists. To study the perception and retention value of VR, a pre-experiment survey determined the participant’s current travel behavior and attitudes towards cycling with the existing infrastructure. During the VR experiment, participants were able to pedal, steer, turn their head, and brake to interact. Following the VR experiment, participants were asked, given the improved multimodal infrastructure design, how their mobility behavior and attitude would be influenced. Second, the participants were asked what they ‘liked’ and ‘disliked’ about the new design to deduce what they retained from the experience. The findings revealed that VR helped communicate the experience of future street designs by providing participants an increased perception of safety, comfort and pleasure than conventional methodologies.

Immersive technologies have also been shown to support public engagement with planning for climate change (Queiroz, Kamarainen, Preston, and Leme, 2018; Sheppard, 2005). Sheppard (2005) argues that realistic landscape visualizations may offer advantages in rapidly
advancing peoples’ awareness of climate change and possibly affecting behavior and policy by localizing certain possible consequences of climate change in a compelling manner. Recognizing the ethical and professional dilemmas raised by visualizing climate change and deliberately engaging the emotions of participants, Sheppard (2005) proposes the ‘3 Ds’, a set of ethical standards for visualizations:

- Disclosure: localized projections which are personally meaningful and tangible and show possible negative and positive outcomes;
- Drama: a vivid and compelling presentation with emotional content and realism;
- Defensibility: visualization of climate change effects must have a scientific or logical underpinning that enables credibility and transparency.

For instance, the City of Santa Monica, California installed an on-location AR viewfinder, the “Owl on the Pier” (Owl), that visualized local effects of climate change to stimulate community discussion around local sea-level rise and coastal adaptation and inform city planning efforts. The Owl gauged participants concerns about sea-level rise by asking participants how they felt following the depiction of existing conditions and then the scientifically-modeled, anticipated sea-level rise impacts. The presentation was followed by a survey that allowed participants to provide opinions on a potential “soft” adoption strategy to inform the Local Coastal Program Update and the Climate Action and Adaptation Plan. The Owl as an outreach tool demonstrates a way to increase individuals’ ability to engage with future climate risks and policy options by allowing participants to “experience” local sea-level rise and coastal adaptation scenarios.

As governments push toward a more participatory process to engage residents in important planning decisions, immersive environments offer an accessible medium for engagement. VR/AR/MR technologies have been demonstrated to influence community engagement beyond conventional planning strategies. VR/AR/MR technologies share the potential advantage of a broad and decentralized community engagement process by simplifying the translation of complex design and policy interventions and providing stakeholders an immersive experience on the impact on their community. Some also contend that VR/AR/MR could potentially reach new demographics in participatory planning processes, such as younger generations that are not as engaged in community decision-making efforts (Reinwald et al, 2014).
Community feedback is an integral component of the planning process. Participatory planning stands to significantly benefit from developments in VR/AR/MR technologies by enhancing stakeholder understanding of the existing and future built environment and increasing levels of informed deliberation about spatial and policy variables. However, the question remains: can VR/AR/MR visualizations motivate stakeholders to not only participate in the immediate experience but stay involved in community planning activities in the short and long-term? At present, further research is needed that focuses on whether VR/AR/MR technologies effect the sustainability of civic engagement.
METHODOLOGICAL APPROACH

This study compares the use of traditional, two-dimensional representations versus three-dimensional, immersive models to educate stakeholders about potential sea-level rise projections in their community. We examine whether participants have a better understanding of future impacts when viewed in virtual reality.

Selection of Study Area, Study Period and Scenario

The study area is in Downtown Fort Lauderdale—specifically the portion of Las Olas Boulevard bounded by Broward Boulevard to the north, SE 5th Court to the south, SE 3rd Avenue to the east, and SE 13th Terrace to the west—situated in the southeast region of Broward County. The presentation assumes a worst-case scenario approach in the region, to the NOAA High MHHW\(^1\) scenario for the year 2100, where sea-level rise impacts are more visually pronounced in the study area compared to the visually minimal impacts from 2040-2060 using the same projection curve.

Development of Visualization Technologies

The research team developed different visualization technologies—mixed reality, virtual reality and 2D (GIS) visualizations for use at a community workshop.

DEVELOPMENT OF 2D VISUALIZATION TECHNOLOGIES

The Southeast Florida Regional Climate Change Compact (SE FL Regional Climate Change Compact) is a regional-scale, bipartisan collaboration to coordinate mitigation and adaptation strategies for climate change action across Palm Beach, Broward, Miami-Dade, and Monroe counties (the Climate Compact Counties). In 2015, the Sea-Level Rise Work Group of the SE FL Regional Climate Change Compact updated the Unified Regional Sea-Level Rise Projection based on global projections, guidance documents and scientific literature released since the original regional projection in 2011 (Compact, 2015). The Sea-Level Rise Work Group recommends the use of the NOAA High Curve, the USACE High Curve, and the IPCC AR5 Median Curve for southeast Florida sea-level rise projection for the 2030-2100 planning horizons. Climate Compact Counties and partners are intended to subscribe to these unified projections for “planning purposes to aid in understanding of potential vulnerabilities and to provide a basis for

\(^{1}\) Mean Higher High Water: The average of the higher high water height of each tidal day observed over the National Tidal Datum Epoch. Source: noaa.gov
developing risk informed adaptation strategies for the region” (Compact, 2015). The SE FL Regional Climate Change Compact and Sea-Level Rise Work Group’s Unified Regional Sea-Level Rise Projection will preface the control group presentation to discourage participant contention regarding sea-level rise itself.

Using the Unified Sea-Level Rise Projections, the University of Florida GeoPlan Center Sea-Level Scenario (SLS) Sketch Planning Tool visualizes transportation infrastructure vulnerable to current flood risk—100-year and 500-year floodplains and hurricane storm surge zones— and future flood risk using sea-level rise (SLR) scenarios from the USACE and NOAA across four decades (2040, 2060, 2080, and 2100) in its online map viewer. As the basis of the control group meeting, the SLS Sketch Planning Tool’s online map viewer will be used to localize SLR inundation and affected transportation data and create the traditional 2D methods of representation through several generated inundation and affected road maps of the study area.

SLS Sketch Planning Tool Online Map Viewer

1. Select County: Broward County
2. Zoom into study area
3. Under ‘Scenario Selector’ Select:
   Agency: USACE
   Projection Curve: High *(About 5 feet, or 1.5 m, by 2100)*
   Timer Period: 2100

The study area is populated with three automatic layers specific to the “SLR 2100 USACE High (C4) MHHW (5 – 5.3 ft)” SLR scenario selected. SLR Depth Inches and Affected Roads layers show the extent and depth of inundation from SLR and potentially affected transportation facilities. RSLR by County layer indicates the County and SLR projection parameters (tide station, mean sea-level trend, decade, and projection curve).

4. To view the attributes for the roads affected under the SLR scenario, one can either select the “Identify” tool and look for affected road segments in red, orange or yellow to open in the Identify Window or left-click the “Roads (2100 C4)” layer in the layer widget to open the attribute table and display the affected roadway records that are within the extent of the map display. This table of affected features can also be exported to Excel.
5. To view the attributes for SLR Depth Inches, open the Identify Window and flip to the layer. The “Pixel Value” displays the inches of inundation in the scenario.

6. GIS data layers of SLR inundation and affected transportation displayed in the SLS Sketch Planning Tool map viewer can be downloaded as map packages (.mpk) directly from the map viewer into ArcMap.

7. The map is created clicking the “Print: Create a Map” widget or using ArcMap.

DEVELOPMENT OF 3D VISUALIZATION TECHNOLOGIES

Beginning in 2018, the FAU team worked with the Illinois Institute of Technology (IIT) team to develop applications for the HoloLens augmented reality (AR) goggles. To develop an application, the FAU team created a model of the study area by scanning Las Olas Blvd. with a Faro 3D laser-scanning device and imported and assembled the Faro files using Scene software. That data was imported into AutoCAD and 3ds Max software. Due to the large number of polygons, the resulting file exceeded the size limit the application could support. Eventually, the Illinois Institute of Technology (IIT) team produced two applications using Unity software. One of the applications showed a single store on Las Olas Blvd. and allowed the user to walk around the store in the augmented reality (AR) environment. The second application included several stores and showed increasing sea-level rise. These applications were loaded into the AR goggles and tested with a few volunteers. For end users who had no prior experience with this kind of technology, the user interface was too difficult and time-consuming. Moreover, the graphics associated with the AR were of poorer quality compared to VR depictions due to the limitations of the AR software and technology. The Illinois Institute of Technology the IIT team continued research and use of the AR application. Please see Appendix 4 for details on IIT’s work on the AR application, which describes large-scale immersive holograms (LSIH) with Microsoft HoloLens. Key findings of this portion of the study are summarized as follows:

_one of the main objectives for this project, which was actually deploying those LSIH 3D objects in the HoloLens device did not go exactly as planned. Mainly due to the technical and hardware-level limitations that the device packs, the deployment of these LIDAR-scanned based models yielded a poor performance unless serious quality reductions were made. This did not imply that the models couldn’t run in the device, but rather that the device still is not powerful enough so as to host higher quality versions of that model._
Besides, the limitations do not factor only the computational power of the device but also the limited MR field of view that their visor is able to offer. The region in which a user can see the holograms being displayed is very limited when compared to the whole range of vision a human eye has, losing the ‘immersive’ aspect of the interaction. Thus, for this point we can conclude that LSIH deployed in HoloLens, at least for more complex models such as buildings, still have a great room for improvement (Lu and Hajek, 2019, pp. 77-78; see Appendix 4).

The failure to utilize AR with the Microsoft HoloLens led the FAU team pursued a different approach. The Look@t application for HoloLens allowed us to display the 360-degree photos of the study area scanned with the Faro 3D laser scanner. Then, using Photoshop, we added 31 inches of water on the street. However, the Look@t application could not load such large images. Also, in our volunteer trials, we discovered that it was too difficult for people to switch between photos from the years 2040 and 2100. And also, the quality of water was not realistic in some areas.

The FAU team then created a 3D model of Las Olas Blvd. in SketchUp model and remodeled it in AutoCAD because the DWG format was more compatible with other software. This allowed the team to build an immersive model using VR. Since we were able to successfully model and import one of the buildings modeled using this method, we decided to build the model for the entire block of Las Olas Blvd. in AutoCAD. After we had a model of the entire study area, we created an animation using Lumion to show sea-level rise in the years 2060, 2080 and 2100. We produced a five-minute video to describe the project, which we presented at a King Tide event on Oct. 8, 2018 convened by FAU’s Center for Environmental Studies and Congressman Deutch. View this video at www.cues.fau.edu/slr.

On November 30, 2018, we tested the Samsung VR goggles with students on the FAU Davie Campus. We loaded a 360-degree picture of the study area and the 3D rendering to show sea-level rise. The quality of the images was good, and for end users, working with the Samsung VR goggles was easier than the Hololens. However, as in previous trials, switching between the images in the VR file manager was difficult for some people.

In order to solve this problem, we used the InstaVR website to create a new application. This app aided people switching between the 360-degree images. Users could turn around and gaze at a button labeled “Potential High Tide in 2100” and wait for three seconds to switch view.
With the app development and testing complete, we conducted a series of presentations in community settings.

Community Workshops

Participants experienced a PowerPoint presentation on sea-level rise in their community consistent with typical planning presentations in South Florida community meetings. (Figure 1). Then they answered survey questions based on the 2D presentation.

Next, participants viewed sea-level rise impacts as represented in the Samsung VR Goggles (Figure 2) and answered survey questions based on the 3D experience. The FAU team conducted an quasi-experiment at meetings in 2019 on April 24 and 26, on May 14 at the Governor’s Hurricane Conference, on June 5 at a homeowners’ association meeting at the Embassy Suites Hotel in Fort Lauderdale, on June 11 at The Council of Fort Lauderdale Civic Associations, on June 13 at the Kiwanis Club in Fort Lauderdale, and with another homeowners’ association on June 24 at the Milk Money Bar & Kitchen. In total, 75 individuals completed two surveys at these meetings (see Table 1).
Table 1: Meeting Location, Date and Number of Participants

<table>
<thead>
<tr>
<th>Meeting Location</th>
<th>Date</th>
<th>Number of Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downtown Fort Lauderdale (FAU campus)</td>
<td>4/24/2019</td>
<td>4</td>
</tr>
<tr>
<td>Downtown Fort Lauderdale (FAU campus)</td>
<td>4/26/2019</td>
<td>4</td>
</tr>
<tr>
<td>Governor’s Hurricane Conference (West Palm Beach)</td>
<td>5/14/2019</td>
<td>14</td>
</tr>
<tr>
<td>Harbordale Homeowners Association</td>
<td>6/5/2019</td>
<td>12</td>
</tr>
<tr>
<td>The Council of Fort Lauderdale Civic Associations</td>
<td>6/11/2019</td>
<td>26</td>
</tr>
<tr>
<td>(Fort Lauderdale City Hall)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kiwanis Club (Fort Lauderdale Yacht Club)</td>
<td>6/13/2019</td>
<td>7</td>
</tr>
<tr>
<td>Milk Money Bar &amp; Kitchen (Fort Lauderdale)</td>
<td>6/24/2019</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>75</td>
</tr>
</tbody>
</table>

The survey data collected was analyzed using SPSS statistical software. The results of that analysis are presented in the next section.
RESULTS/FINDING

This section summarizes findings, including the profile of study participants, their comfort with technology, maps, scientific presentations, charts and graphs, before and after results of using VR to understand sea-level rise, and perceptions on government intervention.

Profile of Study Participants

The quasi-experiment conducted in community workshops yielded 75 responses. Table 2 reports the sex, race and ethnic profile of the participants. More than half were female; 73% white; 11% Black or African American; and 4% each were Caribbean/Islander, Asian, and Hispanic. Table 3 reports the education profile of participants. As expected, the vast majority of participants have a college degree. Table 4 presents the age distribution of participants. The majority of the respondents (63%) are between the ages of 41-70, while 18% are 40 and under and 11% were 71 or older. Table 5 reports various residency, employment, and ownership characteristics of participants. Nearly half (43%) live in the study area, 31% own property in the study area, 5% own or manage a business in the study area, 32% work in the study area, 71% of the respondents are homeowners, and 79% are year-round residents.

Figure 4 shows that the participants distribution across the political spectrum. In total, 45 respondents (60%) identified as being left of center, 22 respondents (29%) were right of center, and 8 respondents (11%) did not answer this question.
Table 2: Sex, Race and Ethnic Profile of Participants

<table>
<thead>
<tr>
<th>Race/Ethnicity</th>
<th>Number of Participants</th>
<th>Percentage of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>39</td>
<td>52%</td>
</tr>
<tr>
<td>Male</td>
<td>32</td>
<td>45%</td>
</tr>
<tr>
<td>White</td>
<td>55</td>
<td>73%</td>
</tr>
<tr>
<td>Black or African American</td>
<td>8</td>
<td>11%</td>
</tr>
<tr>
<td>Caribbean/Islander</td>
<td>3</td>
<td>4%</td>
</tr>
<tr>
<td>Asian</td>
<td>3</td>
<td>4%</td>
</tr>
<tr>
<td>Hispanic</td>
<td>3</td>
<td>4%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>75</strong></td>
<td><strong>100%</strong></td>
</tr>
</tbody>
</table>

Table 3: Education Profile of Participants

<table>
<thead>
<tr>
<th>Education Level</th>
<th>Number of Participants</th>
<th>Percentage of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>High school graduate</td>
<td>3</td>
<td>4%</td>
</tr>
<tr>
<td>Some college but no degree</td>
<td>6</td>
<td>8%</td>
</tr>
<tr>
<td>Associate/junior college degree</td>
<td>4</td>
<td>5%</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>29</td>
<td>39%</td>
</tr>
<tr>
<td>Gradute degree or higher</td>
<td>28</td>
<td>37%</td>
</tr>
<tr>
<td>No response</td>
<td>5</td>
<td>7%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>75</strong></td>
<td><strong>100%</strong></td>
</tr>
</tbody>
</table>

Table 4: Age Distribution of Participants

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Number of Participants</th>
<th>Percentage of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-25</td>
<td>4</td>
<td>5%</td>
</tr>
<tr>
<td>26-40</td>
<td>10</td>
<td>13%</td>
</tr>
<tr>
<td>41-55</td>
<td>17</td>
<td>23%</td>
</tr>
<tr>
<td>56-70</td>
<td>30</td>
<td>40%</td>
</tr>
<tr>
<td>71+</td>
<td>8</td>
<td>11%</td>
</tr>
<tr>
<td>No response</td>
<td>6</td>
<td>8%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>75</strong></td>
<td><strong>100%</strong></td>
</tr>
</tbody>
</table>
Table 5: Residency/Employment/Ownership Characteristics of Participants

<table>
<thead>
<tr>
<th>Residency/Employment/Ownership Characteristics</th>
<th>Number of Participants</th>
<th>Percentage of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Live in study area</td>
<td>32</td>
<td>43%</td>
</tr>
<tr>
<td>Own property in study area</td>
<td>23</td>
<td>31%</td>
</tr>
<tr>
<td>Own/Manage a business in study area</td>
<td>4</td>
<td>5%</td>
</tr>
<tr>
<td>Work in study area</td>
<td>24</td>
<td>32%</td>
</tr>
<tr>
<td>Owns their own home</td>
<td>53</td>
<td>71%</td>
</tr>
<tr>
<td>Lives in Florida year-round</td>
<td>59</td>
<td>79%</td>
</tr>
</tbody>
</table>

Figure 4: Distribution of Participants by Political Spectrum
Self-Reported Understanding of Technology, Maps, Scientific Presentations, Charts and Graphs

One of the research objectives of this study sought to analyze the strengths and weaknesses of communication methods in their ability to communicate information points about SLR using 2D maps, scientific charts and graph. The findings (as shown in Appendix 1) revealed that 44% of participants strongly agreed that they were comfortable with technology and 53% somewhat agreed that they were comfortable with technology (97% total). When questioned if participants felt comfortable in understanding maps, 47% reported that they somewhat agreed and 48% strongly agreed (95% total). In terms of understanding scientific presentations, 47% somewhat agreed and 46% strongly agreed (93% total) and with respect to understanding charts and graphs, 41% somewhat agreed and 51% strongly agreed (91% total). These findings indicate that the vast majority of participants in our study self-reported high levels of comprehension with regard to comfort with technology, understanding maps, scientific presentations, and charts and graphs.

Before and After Results of using VR to Understand the Threat of SLR

The findings show that participants understand and take the threat of SLR more seriously after experiencing the visualization in VR. Survey 1 consisted of questions of each participants’ perception of the threat of sea-level rise, and their understanding of the 2D presentation as well as questions on the demographics and other information about the participants. Survey 2 consisted of questions addressing participants’ attitudes on VR and perceptions of SLR after the visualization exercise with the VR goggles. The participants were also given the chance to answer open-ended questions regarding the study and provide feedback.

Within Survey 1, a significant majority of participants agreed with the notion that sea-level rise is a current and future threat to surrounding businesses and communities in the study area. As reported in Appendix 1, the majority of the answers ranged from “Somewhat Agree” to “Strongly Agree” in regard to questions posing whether sea-level rise was a threat or not. The only question that had more than 10 participants answer either “Disagree or Strongly Disagree” was Question 1f. (Sea-level rise is a future threat to my community).
When comparing Survey 1 and Survey 2 responses to “Climate change is a future threat to Florida,” the number of participants that agreed or somewhat agreed increased from 65 to 68 participants (4% increase), however the number of those that strongly agreed increased from 44 to 49 participants (7% increase). Similar increases were observed with regard to questions regarding SLR being a future threat to the study area. Participants were asked if they agreed that SLR is a future threat to the residents and businesses located in the study area and in several other similar questions. In all cases, the share of agreement increased in number and/or intensity.

![Comprehension Increase from 2D Presentation to VR Presentation](image)

**Figure 5. Post-VR Visualization Increase in Comprehension**

The VR visualization resulted in about 40% of participants reporting that they significantly increased their comprehension. In all, nearly 80% somewhat or significantly increased their comprehension (see Figure 5). Most participants felt that the presentation had a positive impact on their understanding of SLR (see Figure 6). Nearly all (90%) felt their community would benefit from the VR presentation. Participants generally felt comfortable with technology, although around 25% were not entirely comfortable with the technology.
VISUALIZING SEA-LEVEL RISE IMPACTS IN TRANSPORTATION PLANNING

Perceptions on Government Intervention

Politically oriented questions in Survey 1 showed a large number of participants responding that the government should have a strong role in combatting sea-level rise. Forty participants (53%) answered “Disagree” to Question 3a, “The government interferes far too much in our everyday lives.” Fifty-eight (77%) answered either “Somewhat Agree” or “Strongly Agree” to Question 3b, “Government should do more to advance what it considers to be the "public interest" even if that means limiting private property rights.”

Table 6 reveals that the power of VR is powerful and could overcome bias typically associated with political identify, especially for individuals on the right side of the political spectrum. Survey 1 shows that 6 respondents on the right side of the political spectrum disagreed with the statement that “Sea level rise is a future threat to the residents and businesses located in the study area.” However, after the VR experience, two of these respondents changed their mind. Of all respondents, the level of disagreement fell from 7 respondents to 4 respondents. The number of all respondents that strongly agreed increased from 46 to 50. Given the relatively
small sample size, more research is needed to explore if VR has the power to overcome political bias.

Table 6: Before and After Opinions on Sea-Level Rise as a Major Threat to Study Area by Political Spectrum

<table>
<thead>
<tr>
<th>Sea level rise is a major threat to the residents and businesses located in the study area.</th>
<th>Survey 1 (Before VR)</th>
<th>Survey 2 (After VR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Political Category</td>
<td>Left</td>
</tr>
<tr>
<td></td>
<td>Number</td>
<td>Percent</td>
</tr>
<tr>
<td>Disagree</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Somewhat Agree</td>
<td>13</td>
<td>28.9%</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>32</td>
<td>71.1%</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>100%</td>
</tr>
</tbody>
</table>

Note: A chi-square test confirmed the statistical significance of difference in opinion based on political views from Survey 1 to Survey 2.
Impacts/Benefits of Implementation (Actual, Not Anticipated)

The results of this study have begun to receive public attention. In November 2019, WPTV featured the story on two news reports, including an on-air interview with Dr. Renne on November 17, 2019 and as a feature news story with an associated Facebook Live event on November 19, 2019 (see: http://cdsi.fau.edu/surp/in-the-media/sea-level-rise-forecasts-for-palm-beach-county/).


On December 6, 2019, WSVN, 7 News in Miami also interviewed Dr. Renne about this story, which airs in January 2020.
RECOMMENDATIONS AND CONCLUSIONS

This study examined three research questions, including:

A. Analyze strengths and weaknesses of current communication methods in their ability to communicate intended informational points clearly and succinctly (PowerPoint presentations, 2D maps, charts and graphs) focusing on long-range transportation planning with in community meetings

B. Determine which immersive technologies (ie. augmented reality and virtual reality) can be deployed in the public to engage with community members regarding long-range transportation planning considerations

C. Examine constituents’ overall impressions of transportation planning issues based on community meetings that are supplemented with immersive reality technology (VR glasses) in a workshop setting supplemented by surveys

First, this study determined that AR, using LIDAR and Microsoft HoloLens technology is not yet ripe for depicting large-scale immersive holograms (LSIH) of street environments to be suitable for community engagement in transportation planning settings (see Appendix 4). However, the use of VR worked well in engaging community participants in envisioning long-range SLR impacts to roadway infrastructure.

This quasi-experiment examined the effectiveness of using VR technology to see if participants would have an increased understanding of SLR and climate change as it relates to transportation planning. The data and projected SLR information was shown using a Powerpoint presentation through charts and graphs that participants viewed before a VR visualization. The results from Survey 1 display the response from the participants after viewing the presentation and the result from Survey 2 show the results after the VR visualization.

The findings demonstrate that SLR understanding increased among most participants after viewing the VR visualization. Most participants also responded that they felt that their own community should take steps to prevent SLR. The VR visualization impacted participants as the threat of sea-level rise was more impactful and understood although the data is already out there. The unique display of the data however, through virtual reality allowed participants to digest the information and data differently than viewing what would be a traditional 2D map or
chart. Most participants also responded that VR is an appropriate way for planners to engage the community on the topic of SLR. In community outreach and public meetings with local decision makers, VR could be used as a new and innovative way to communicate the threat of SLR. The power of VR indicates that being immersed has the ability to overcome political identify. Participants who self-identified themselves on the right side of the political spectrum changed their opinions with regard to the question that SLR is a future threat to residents and businesses in the study area. After viewing 2D maps and charts, 27% disagreed with that statement but after being immersed in the VR, the level of disagreement of participants on the right side of the political spectrum fell to 5%. This important finding indicates that VR can have the ability to change individual opinions when experiencing the future scenario in an immersive experience rather than viewing the data using maps and charts. After all, the data is the same but perhaps the saying that “seeing is believing” is a factor in this significant finding from this study.

Seeing as most participants showed an increased understanding of the threat of VR, this technology should be used to educate communities to influence better visualization of data that already exists. Such tools could result in quicker action from communities to consider solutions for areas threatened by SLR.

Local leaders have historically communicated sea-level rise to communities by presenting two-dimensional maps, charts and photos; however, three-dimensional, immersive technologies offer new ways to convey complex concepts related to urban planning. Using a quasi-experimental design, the FAU team measured the degree to which virtual reality (VR) technologies improve (or impede) constituents’ absorption of information regarding sea-level rise risks in their communities. The project has the potential to significantly impact how sea-level rise risk information is communicated to the public in coastal areas such as Fort Lauderdale, Florida and elsewhere.

Seventy-five community members participated in sea-level rise workshops. First, they viewed a PowerPoint presentation with maps, charts and graphs displaying projected sea-level rise through the year 2100 and then took a survey on their perceptions. Next, they engaged in a VR visualization exercise which showed two views: Las Olas Blvd. in the year 2020 and experiencing three feet of sea-level rise inundation in 2100. Finally, participants completed Survey 2 after the VR exercise.
The VR exercise had an impact on participants’ understanding of sea-level rise and climate change. Forty percent (40%) of participants reported they significantly increased their comprehension of sea-level rise after the VR visualization. In all, nearly 80% somewhat or significantly increased their comprehension. In addition, when asked if sea-level rise was a future threat to their community, most participants increased their level of agreement. There was a similar increase in agreement that sea-level rise is a threat to businesses and residents located in affected communities. A majority of participants also responded that the government should do more to advance “public interest” even with the possibility of limiting property rights. Within the context of sea-level rise, these responses show that VR could influence government action with community engagement and support.

This experiment also examined the feasibility of using VR in future presentations. Responses were mostly positive regarding the use of VR equipment as a tool to discuss sea-level rise. More than 90% of participants responded that they would participate in a VR experience again, while 80% felt that the VR exercise motivated them to become more engaged on the topic.
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Appendix 1: Results

The following charts show the results of SPSS analysis of the survey data.

S1 Q1.a - I am comfortable with technology.

The data depicted in this chart indicates that most of the participants were comfortable with the technology.

S1 Q1.b - Climate change is a future threat to Florida.

Most of the participants felt that climate change is a future threat to Florida with almost 45 participants strongly agreeing that it is a threat.
S1 Q1.c - Flooding due to sea-level rise is a current threat to the study area.

Most participants were in agreement that flooding due to sea-level rise is a current threat to the study area as depicted in this chart.

S1 Q1.d - Sea-level rise is a future threat to the residents and businesses located in the study area.

More than 45 participants strongly agreed that sea-level rise is a future threat to residents and businesses located in the study area.
S1 Q1.e - Sea-level rise is a major threat to the residents and businesses located in the study area.

Twenty participants agreed and more than 45 strongly agreed that sea-level rise is a major threat to residents and businesses located in the study area.

S1 Q1.f - Sea level rise is a future threat to my community.

Forty participants strongly agreed that sea-level rise is a future threat to their community.
S1 Q1.g - Virtual reality technology is an appropriate way for planners to engage with the community on climate change and sea-level rise.

Most participants agreed that VR technology is an appropriate tool for planners to engage with the community on climate change and sea-level rise, however, less than 30 participants strongly agree while 40 somewhat agree that it is appropriate.

S1 Q1.h - My views on sea-level rise are based on experiencing tidal flooding first hand in my Southeast Florida neighborhood.

The majority of participants agreed that flooding influenced their views on sea-level rise; however, more than 20 disagreed that their views on sea-level rise was based on experiencing flooding.
S1 Q2a - In general, I feel comfortable understanding maps.

Most participants felt comfortable understanding maps.

S1 Q2b - I understand the impact of sea-level rise on Las Olas Blvd. based on viewing the maps in the PowerPoint.

The majority of participants indicated that they understood the impact of sea-level rise based on viewing the maps in PowerPoint.
**S1 Q2c - In general, I feel comfortable understanding charts/graphs.**

![Bar Chart](chart1.png)

Most participants indicated that they feel comfortable understanding charts and graphs.

**S1 Q2d - I understand the impact of sea-level rise on Las Olas Blvd. based on viewing the charts/graphs in the PowerPoint.**

![Bar Chart](chart2.png)

Most participants responded that they understood the impact of sea-level rise on Las Olas Blvd. based on viewing the charts/graphs in the PowerPoint. An equal number of participants strongly agreed (35) or somewhat agreed (35) that they understood the charts & graphs.
**S1 Q2e - In general, I feel comfortable understanding scientific presentations**

Most participants agreed that they felt comfortable understanding scientific presentations. An equal number of participants strongly agreed (35) that they felt comfortable understanding scientific presentations as those who somewhat agreed (35).

**S1 Q2f - I understand the impact of sea-level rise on Las Olas Blvd. based on this scientific presentation**

Most participants indicated that they understood the impact of sea-level rise on Las Olas Blvd. based on the scientific presentation.
S1 Q3a - The government interferes far too much in our everyday lives

The majority of participants did not agree that the government interferes too much in our everyday lives. However, more than 15 out of 75 somewhat agreed and more than 5 strongly agreed that the government interferes too much.

S1 Q3b - Government should do more to advance what it considers to be the "public interest" even if that means limiting private property rights.

The majority of participants agreed that government should do more to advance what it considers to be the "public interest" even if that means limiting private property rights.
S1 Q4 - Do you live, own property, and/or work in the study area? Please select ALL that apply.

- Live in study area
- Own property in study area
- Own/manage a business in study area
- Work in the study area

Nearly 35 participants surveyed lived in the study area. Nearly 25 participants work in the study area, and nearly 25 own property in the study area. Fewer than 5 participants surveyed own or manage a business in the study area.

S1 Q5 - Do you own the home in which you reside?

- Yes
- No

Over 50 of the participants own the home in which they reside.
S1 Q7 - Do you live here year-round?

Approximately 60 participants live in the study area year-round.

S1 Q10 - What is your age (in years)?

Of the participants surveyed, 30 were between the ages of 56 and 70—the highest age cohort of participants.
S1 Q11 - What is your sex?

More women than men—nearly 40 female participants and just over 30 male participants—took part in this study.

S1 Q12 - How do you self-identify your primary race/ethnicity? Please circle ALL that apply.

The largest race/ethnicity group that participated were white with 55 participants of the total 75.
S1 Q13 - What is the highest level of education that you have completed?

The majority of participants completed a bachelor's degree or higher, with almost 30 completing a bachelor’s and another near 30 completing their graduate degree or higher.

S2 Q1 - a. I am comfortable with technology.

Most of the participants indicated that they were comfortable with technology after the VR exercise.
S2 Q1 - b. After visualizing the street in VR, I am better able to understand the data depicted in the charts/graphs.

Nearly all participants agreed that after visualizing the street in VR, they were better able to understand the data depicted in the charts/graphs.

S2 Q1 - c. After visualizing the street in VR, I am better able to understand the data depicted in the presentation.

A large majority indicated that after visualizing the street in VR, they were better able to understand the data depicted in the presentation.
S2 Q1 - d. The virtual reality (VR) presentation provided me with new information on the topic of sea-level rise.

Most participants agreed that they were provided with new information on the topic of sea-level rise. However, more than 10 disagreed—they had not learned new information.

S2 Q1 - e. People in my community would benefit from the virtual reality (VR) presentation.

Most participants agreed that the community would benefit from the virtual reality presentation as 40 strongly agreed that the community would benefit.
S2 Q1 - f. The virtual reality (VR) experience was uncomfortable for me.

Ten participants somewhat agreed that the VR experience was uncomfortable while more than 5 strongly agreed that it was uncomfortable. More than 30 participants did not rate the experience uncomfortable.

S2 Q1 - g. I would participate in a virtual reality (VR) experience again.

Most participants agreed that they would participate in another virtual reality experience. Fifty strongly agreed while none strongly disagreed.
S2 Q1 - h. The VR experience will motivate me to become more engaged in my community on this topic.

Participants had mixed opinions on whether the VR experience would motivate them to become more engaged in their community. Most agreed that it would motivate them but more than 10 disagreed that the VR experience would motivate them.

S2 Q2 - a. Climate change is a future threat to Florida.

Most of the participants agreed that climate change is a future threat to Florida after the VR experience—nearly 50 strongly agreed that it is a threat.
S2 Q2 - b. Flooding due to sea-level rise is a current threat to the area we viewed in the virtual reality (VR) presentation.

Most participants agreed that flooding due to sea-level rise is a current threat to the study area after viewing the VR presentation. 40 of the participants strongly agreed that sea-level rise is a current threat.

S2 Q2 - c. Sea-level rise is a future threat to the residents and businesses located in the study area.

Most participants agreed that sea-level rise is a future threat to the residents and businesses located in the study area. Almost 50 participants strongly agreed that sea-level rise is a future threat.
S2 Q2 - d. Sea-level rise is a major threat to the residents and businesses located in the study area.

Most participants agreed that sea-level rise is a major threat to the residents and businesses located in the study area. Fifty participants strongly agreed that sea-level rise is a major threat to the residents and businesses in the study area.

S2 Q2 - e. Sea-level rise is a future threat to my community.

Most participants agreed that sea-level rise is a future threat to their community after the VR experience.
S2 Q2 - f. Virtual Reality is an appropriate way for planners to engage with the community on the subject of sea-level rise.

After viewing the VR presentation, most participants agreed that VR technology is an appropriate tool for planners to engage with the community on climate change and sea-level rise.

S2 Q2 - g. Sea-level rise is a topic I need to learn more about.

More than 35 participants somewhat agreed that sea-level rise is a topic that they should learn more about. More than 25 participants strongly agreed with the same idea.
S2 Q2 - h. My own community should take steps to prepare for sea-level rise.

Most participants agreed that their own community should take steps to prepare for sea-level rise.

S2 Q2 - i. My own community should take steps to prevent sea-level rise.

Most participants agreed that their own community should take steps to prevent sea-level rise.
S2 Q4 - Before the demonstration, were you familiar with VR?

When asked whether they were familiar with VR before the demonstration, participants had mixed results. Most participants heard of it while almost 24 used it 1-2 times prior to the demonstration. 11 were not familiar with VR at all while 12 had used it 3-4 times before.
The following charts show survey results for questions on participants’ opinions about science and technology, sea-level rise, their community.

**Survey 1 Question 1**

<table>
<thead>
<tr>
<th>Question</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Somewhat Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. I am comfortable with technology.</td>
<td>2.7%</td>
<td>53.3%</td>
<td>44.0%</td>
<td></td>
</tr>
<tr>
<td>b. Climate change is a future threat to Florida.</td>
<td>4.1%</td>
<td>28.4%</td>
<td>59.5%</td>
<td></td>
</tr>
<tr>
<td>c. Flooding due to SLR is a current threat to Florida.</td>
<td>2.7%</td>
<td>40.0%</td>
<td>48.0%</td>
<td></td>
</tr>
<tr>
<td>d. SLR is a future threat to residents and businesses in the study area.</td>
<td>2.7%</td>
<td>29.3%</td>
<td>61.3%</td>
<td></td>
</tr>
<tr>
<td>e. SLR is a major threat to residents and businesses in the study area.</td>
<td>6.8%</td>
<td>25.7%</td>
<td>54.1%</td>
<td></td>
</tr>
<tr>
<td>f. SLR is a future threat to my community.</td>
<td>13.5%</td>
<td>20.0%</td>
<td>66.5%</td>
<td></td>
</tr>
<tr>
<td>g. VR technology is an appropriate way for planners to engage with community on SLR.</td>
<td>4.2%</td>
<td>55.6%</td>
<td>40.3%</td>
<td></td>
</tr>
<tr>
<td>h. My views on SLR are based on experiencing flooding first hand in my neighborhood.</td>
<td>8.1%</td>
<td>23.0%</td>
<td>37.8%</td>
<td>31.1%</td>
</tr>
</tbody>
</table>

**Figure 4 – Survey 1 Question 1 Agreement**

Likert scale charts for Survey 1 Question 1 display that a majority of participants agree that SLR and climate change are a threat to Florida. The most disagreement came from question 1h, which asked participants if they had views on SLR influenced by experiencing flooding first-hand. More than 65 percent did experience flooding first-hand but there was a significant portion that did not ever experience it.
The second question on Survey 1 was more oriented toward views on SLR based on science and presentations. As seen in Figure 2, there were no “Strongly Disagree” answers to this set of questions as a majority felt comfortable interpreting and understanding the maps and charts shown on the PowerPoint.
Participants answered questions regarding their opinion on how much action the government should take to advance public interest. As seen in Figure 3, 12.3% of participants strongly disagreed with the notion that the government interferes too much in our daily lives while 53.4% disagreed. When asked if the government should do more to advance public interest even at the cost of limiting public property rights, almost 80% agreed that more action should be taken.
Figure 7 displays the participants’ responses after the VR exercise. Most agreed that it did increase their understanding of SLR and the graphs shown in the PowerPoint. About 25% felt that it was an uncomfortable experience; however, most would participate in an exercise again. Approximately 80% of participants felt motivated to engage on the topic of SLR.

### Survey 2 Question 1: Perceptions after the VR experience

<table>
<thead>
<tr>
<th>Perceptions after the VR experience</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Somewhat Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. After the VR exercise, I better understand the data shown in the maps.</td>
<td>9.5%</td>
<td>39.2%</td>
<td>51.4%</td>
<td></td>
</tr>
</tbody>
</table>
b. After the VR exercise, I better understand the data shown in the charts. | 6.8% | 44.6% | 48.6% |
c. After the VR exercise, I better understand the data shown in the presentation. | 8.1% | 44.6% | 47.3% |
d. The VR presentation provided me with new information on the topic of SLR. | 1.4% | 14.9% | 37.8% | 45.9% |
e. People in my community would benefit from the VR presentation. | 1.4% | 6.8% | 36.1% | 55.6% |
f. The VR experience was uncomfortable for me. | 45.2% | 30.1% | 13.7% | 11.0% |
g. I would participate in a VR experience again. | 2.7% | 29.7% | 67.6% |
h. The VR experience will motivate me to become more engaged on this topic. | 1.4% | 18.3% | 42.3% | 38.0% |
Six questions in Survey 1 Question 1 (b.-g.) and Survey 2 Question 2(a.-f.) correspond to gauge the shift in understanding before and after the VR exercise as seen in Figures 1 & 5. Figure 5 also shows that participants agree that SLR is a topic that the community should take steps to prevent. More than 85% feel they should learn more about SLR.
The comprehension increase of SLR was measured after the VR exercise in Survey 2 Question 3. As seen in Figure 9, none of the participants experienced a decrease in understanding, while approximately 20% saw no change. Nearly 80% reported a somewhat or significantly increased understanding after doing the VR exercise. The results of Figures 7-9 are presented below.
b. Climate change is a future threat to Florida.

c. Flooding due to SLR is a current threat to Florida.

d. SLR is a future threat to residents and businesses in the study area.

e. SLR is a major threat to residents and businesses in the study area.

f. SLR is a future threat to my community.

g. VR is an appropriate way for planners to engage with community on SLR.
Survey 2 Opinions about science and technology, sea-level rise, you and your community

- a. Climate change is a future threat to Florida.
- b. Flooding due to SLR is a current threat to the area viewed in the VR presentation.
- c. SLR is a future threat to the residents and businesses located in the study area.
- d. SLR is a major threat to residents in the area viewed in the VR presentation.
- e. SLR is a future threat to my own community.
- f. VR is an appropriate way for planners to engage with communities on SLR.

**Figure 11 – Agreement post VR Exercise**
The questions presented in Survey 1 Question 1 b.-g. and Survey 2 Question 2 a.-f. correspond to each other and are meant to show the change in opinion on SLR and climate change after the VR exercise (Figures 7-9). Figures 7 & 8 show participants’ opinions of science and technology on SLR. Figure 9 shows the increased percent change of agreement in all questions with the exception of one (Flooding due to SLR is a current threat to the area we viewed in the VR presentation).
The percent change increase of opinions on SLR before and after the VR exercise is displayed in Figure 13. Participants showed the highest increase in their opinion that climate change is a future threat to Florida, and that SLR is a future threat to the study area after doing the VR exercise. There was also an increase of more than 5% understanding of both SLR threats and climate change threats.
APPENDIX 2: 2D PRESENTATION

LOCALIZING SEA LEVEL RISE: DOWNTOWN FORT LAUDERDALE

INTRODUCTIONS

The Center for Urban & Environmental Solutions (CUES), housed in the School of Urban & Regional Planning at Florida Atlantic University, is dedicated to helping communities and decision makers resolve urban and environmental issues through partnerships, education, and research throughout Florida and beyond.

CUES Team:
- John L. Renne – Ph.D., AICP, CUES Director and Associate Professor
- Serena Hoermann – CUES Outreach Coordinator
- Graduate Researchers
  Estefania Mayorga, Amir Koleini, Lentzy Jean-Louis

Illinois Institute of Technology (IIT)
- Jeremy Hajek – Industry Associate Professor of Information Technology and Management, Smart Tech and Embedded Systems Lab Director
- Arjun Chakravarti – Ph.D., Assistant Professor of Management and Marketing
SOUTHEAST FLORIDA REGIONAL CLIMATE CHANGE COMPACT

- Southeast Florida Regional Climate Change Compact
  a regional, bipartisan collaboration to coordinate mitigation and adaptation strategies for climate change action across the Climate Compact Counties

- 2011 Unified Southeast Florida Sea Level Rise Projection
  Compact Sea Level Rise Work Group released regional projections based on global projections, guidance documents, and scientific literature

- 2015 – Updated Unified Southeast Florida Sea Level Rise Projection

- Climate Compact Counties and partners subscribe to the unified sea level rise projection
  - for planning purposes to aid in understanding of potential vulnerabilities
  - to provide a basis for developing risk-informed adaptation strategies for the region
SOUTHEAST FLORIDA REGIONAL CLIMATE CHANGE COMPACT UNIFIED SLR PROJECTIONS, 2015

**Unified Sea Level Rise Projection** Southeast Florida Regional Climate Change Compact Sea Level Rise Work Group October 2015.

**SEA LEVEL RISE TIMELINE VS. AVERAGE LIFESPAN SPECTRUMS**

Survey ID Number: <unique #>
SEA LEVEL SCENARIO SKETCH PLANNING TOOL

- The University of Florida GeoPlan Center’s Sea Level Scenario (SLS) Sketch Planning Tool visualizes transportation infrastructure vulnerable to current and future flooding using sea level rise (SLR) scenarios.

- Uses SLR scenarios from USACE and NOAA, which are consistent with SE FL Regional Climate Change Compact’s unified projections, across four decades (2040, 2060, 2080, and 2100) in its online map viewer.

- Mapping different SLR scenarios can help to identify areas at potential risk and aid in planning for a sustainable community.

1. Select County
2. Zoom into Location

3. Select Agency, Projection Curve, and Time Period to Create Scenario
4. Open Attribute Table to See Affected Transportation Roads

5. Open Attributes for SLR Depth Inches
6. Create a Map from the Data
SLR 2060 NOAA HIGH MHHW

SLR 2080 NOAA HIGH MHHW
Survey Number One

Please open your folder and fill out the survey number one
Using VR Instructions

The goggles contain two 360° images of Las Olas Blvd
• Current conditions in 2019
• Potential high tide in 2100

While you are looking around the area, there will be a dot in front of your eye all the time.
• In order to switch the photos you have to just move the dot inside of the circle and wait for 3 seconds.

QUESTIONS?

CUES CONTACT:
Dr. John L. Renne – Jrenne@fau.edu
Serena Hoermann – Shoermann@fau.edu
Amir Koleini – Akoleini2017@fau.edu
Estefania Mayorga – Emayorga2014@fau.edu
Lentzy Jean-Louis – jeaunlouis2018@fau.edu

IIT CONTACT:
Jeremy Hajek – Hajek@iit.edu
Dr. Arjun Chakravarti – Achakrav@stuart.iit.edu
Appendix 3: Surveys 1 & 2
Dear Participant,

You have elected to participate in a Florida Atlantic University (FAU) community survey. There are no right or wrong answers to the survey. We just want to know what you think about sea-level rise that may affect your community.

A. OPINIONS ABOUT SCIENCE AND TECHNOLOGY, SEA-LEVEL RISE, YOU AND YOUR COMMUNITY.

1. For each of the following statements please provide one of the following responses: 1 if you strongly disagree, 2 if you disagree, 3 if you agree and 4 if you strongly agree. Circle the appropriate responses:

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. I am comfortable with technology.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>b. Climate change is a <strong>future</strong> threat to Florida.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>c. Flooding due to sea-level rise is a <strong>current</strong> threat to the study area.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>d. Sea-level rise is a <strong>future</strong> threat to the residents and businesses located in the study area.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>e. Sea-level rise is a <strong>major</strong> threat to the residents and businesses located in the study area.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>f. Sea-level rise is a <strong>future</strong> threat to my community.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>g. Virtual reality technology is an appropriate way for planners to engage with the community on climate change and sea-level rise.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>h. My views on sea-level rise are based on experiencing tidal flooding first hand in my Southeast Florida neighborhood.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>
2. Based on the PowerPoint presentation, please answer the following questions:

<table>
<thead>
<tr>
<th></th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. In general, I feel comfortable understanding maps.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>b. I understand the impact of sea-level rise on Las Olas Blvd. based on viewing the maps in the PowerPoint.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>c. In general, I feel comfortable understanding charts/graphs.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>d. I understand the impact of sea-level rise on Las Olas Blvd. based on viewing the charts/graphs in the PowerPoint.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>e. In general, I feel comfortable understanding scientific presentations.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>f. I understand the impact of sea-level rise on Las Olas Blvd. based on this scientific presentation.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

**B. Questions about your community and your home**

3. Please answer the following opinion questions regarding government’s role in potentially responding to sea-level rise:

<table>
<thead>
<tr>
<th></th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. The government interferes too much in our everyday lives.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>b. Government should do more to advance what it considers to be the “public interest,” even if that means limiting private property rights.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>
4. Do you live, own property, and/or work in the study area?

*Please select ALL that apply.*

- [ ] Live in study area
- [ ] Own property in study area
- [ ] Own/manage a business in study area
- [ ] Work in the study area

5. Do you own the home in which you reside?

- [ ] Yes
- [ ] No

6. How long have you lived in your current home?

______ years, ____ months

7. Do you live here year-round?

yes

no, _____ number of months per year you reside in Southeast Florida

8. Including yourself, how many adults and how many children live in your household? Please DO NOT include anyone who is just visiting or usually lives somewhere else, such as a college student away at school.

Number of adults: __________

Number of children (by age group):

- Age 0 to 4: __________
- Age 5 to 12: __________
- Age 13 to 17: __________
9. Which neighborhood do you live in:

_____________________________________________________________________

C. QUESTIONS ABOUT YOU to help us classify the survey results

10. What is your age (in years)?

1. Under 18
2. 18 – 25
3. 26 – 40
4. 41 – 55
5. 56 – 70
6. 71+
11. What is your sex?

1. Female
2. Male
3. Other/prefer not to respond

12. How do you self-identify your primary race/ethnicity?

*Please circle ALL that apply.*

1. White
2. African American or Black
3. Asian
4. Hispanic/Latino
5. Caribbean/Islander
6. Other, please describe: _________________________

13. What is the highest level of education that you have completed?

1. less than high school
2. high school
3. some college but no degree
4. associate/junior college degree
5. bachelor’s degree
6. graduate degree or higher

14. Do you make financial decisions for your household?
15. Where do you consider yourself on the political spectrum?

- [ ] Yes
- [ ] No

- [ ] Very Liberal
- [ ] Somewhat Liberal
- [ ] Independent
- [ ] Somewhat Conservative
- [ ] Very Conservative
Dear Participant,

You have elected to participate in a second Florida Atlantic University (FAU) Community Survey. There are no right or wrong answers to the survey. We just want to know what you think about sea-level rise issues which may affect your community.

A. Questions about the Technology

1. BASED ON THE VR DEPICTION (VIEWED THROUGH SAMSUNG VR GOGGLES), PLEASE ANSWER THE FOLLOWING QUESTIONS:

<table>
<thead>
<tr>
<th></th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>After visualizing the street in VR, I am better able to understand the data shown in the original set of maps.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>b.</td>
<td>After visualizing the street in VR, I am better able to understand the data depicted in the charts/graphs.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>c.</td>
<td>After visualizing the street in VR, I am better able to understand the data depicted in the presentation.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>d.</td>
<td>The virtual reality (VR) presentation provided me with new information on the topic of sea-level rise.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>e.</td>
<td>People in my community would benefit from the virtual reality (VR) presentation.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>f.</td>
<td>The virtual reality (VR) experience was uncomfortable for me.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>g.</td>
<td>I would participate in a virtual reality (VR) experience again.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
h. The VR experience will motivate me to become more engaged in my community on this topic. 1 2 3 4

**B. OPINIONS ABOUT SCIENCE AND TECHNOLOGY, SEA-LEVEL RISE, YOU AND YOUR COMMUNITY.**

2. For each of the following statements please provide one of the following responses: 1 if you strongly disagree, 2 if you disagree, 3 if you agree, and 4 if you strongly agree. Circle the appropriate responses.

<table>
<thead>
<tr>
<th></th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Climate change is a <strong>future</strong> threat to Florida.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. Flooding due to sea-level rise is a <strong>current</strong> threat to the area we viewed in the virtual reality (VR) presentation.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. Sea-level rise is a <strong>future</strong> threat to the residents and businesses located in the study area.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. Sea-level rise is a <strong>major</strong> threat to the residents and businesses to the area we viewed in the virtual reality (VR) presentation.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. Sea-level rise is a <strong>future</strong> threat to my own community.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f. Virtual Reality is an appropriate way for planners to engage with communities on the subject of sea-level rise.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g. Sea-level rise is a topic I need to learn more about.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h. My own community should take steps to <strong>prepare</strong> for sea-level rise.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>i. My own community should take steps to <strong>prevent</strong> sea-level rise.</td>
<td>1 2 3 4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. Please circle the following:
   Overall, based on the first part of the presentation PowerPoint compared to the VR visualization, I felt my comprehension:

   [Significantly Decreased] [Decreased] [No Change] [Somewhat Increased] [Significantly Increased]

4. Before the demonstration, were you familiar with VR?
   a. I was not familiar with VR.
   b. I had heard of VR but never used it.
   c. I had used VR 1-2 times.
   d. I have used VR 3 or more times.
   e. I use VR on a regular basis.

C. Open-ended responses. Please write as much as or as little as you would like.

5. What advantages, if any, do you think VR presents compared to maps?

   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
6. Describe the most valuable information you gained, if any, from the VR experience.

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

7. During the virtual reality (VR) experience, I felt:

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

8. What I liked most about the virtual reality (VR) presentation was:

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

9. What I liked least about the virtual reality (VR) presentation was:

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________
10. Additional comments that would help us in future presentations?
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II. Abstract

This project focuses on the premise of researching whether or not a Large Scale Immersive Hologram based off a 3D model obtained via LIDAR scanner technology is viable to be deployed, currently or in future iterations, in Microsoft’s HoloLens device. For that purpose, we will be addressing how LIDAR technology works, what can be obtained from the 3D models it generates and how we can polish and optimize the resulting tridimensional mesh objects. Later on, we will implement these objects in a development environment compatible with the HoloLens device, Unity3D, and run a performance test to see how suitable and realistic the user experience results. Furthermore, we will research how near-future technologies can greatly help to enhance this experiences through future iterations of this same device.

*Keywords*: LSIH, AR, MR, HoloLens, Holograms, LIDAR, 3D
III. Introduction

Augmented Reality technology is used to experience interactions with the real world by expanding it with the use of objects that could be rendered by a computational system. Opposed to Virtual Reality, this approach mixes both realities: virtual and real, into a single experience. The way in which reality can be “augmented” is huge, and almost limitless. The perceptual information that can be generated to augment reality can be based upon plenty of our sensory modalities: visual, auditory, tactile, olfactory… This information is then overlaid upon the real sensorial information the subject is perceiving, thus mixing both realities. This difference is key in understanding how Augmented Reality is different from Virtual Reality. AR does not isolate the subject in another reality. Instead, it enhances and works over the existing reality. This is precisely what diverges from VR and the main point why AR applications can have a very different focus.

*Figure 1: Difference between VR, AR and MR*
AR can help us enhance the way we perform certain tasks, or even enable us to do things that were not possible before. This is precisely the focus of this particular review, to seek out in which ways could AR technologies, in particular Microsoft’s HoloLens devices, to improve quality of life, performance and production in already existing tasks and how this technology can help us do things never imagined before.

This particular project could be categorized as both AR or MR (Mixed/Merged Reality) depending on the approach used. The main difference between AR and MR would be the interactivity of the “virtual” environment or appliances with the real world. Meaning that if we were to project a hologram through a device such as Microsoft HoloLens to be a static hologram, always restricted to the same size or fixed location, it would classify as AR. However, if we made that particular hologram/object vary with the surrounding environment, for example, by changing its size or scale based on how extensive the floor we are looking at is, that would classify as MR since we are using real-world data to interact with our virtual object: we are creating an interaction between the real and virtual environments.

Although for this particular project VR could also be used, AR has several advantages that could fulfill the purpose of displaying holograms in a better way than them being in a fully virtual environment. Some of them are:

- Overlaying virtual objects to the real world gives a greater sense of perspective and sizing than working in a fully virtual environment.
• AR is one step ahead when speaking in terms of transitioning into MR since most AR devices currently integrate additional sensors or external cameras that provide information about the surroundings, leading to potential uses on this area.

• AR is best suited for tasks that are applicable directly to the real world, such as a manufacturing factory since you can either interact with virtual appliances or with real ones by being able to see through both realities.

• AR devices are usually better for using them in a constant and mobile basis since they do not hide reality as VR does.

Therefore, we can assume that AR and MR will play a very important role as a present and future technology, even beyond VR. VR is great for generating completely virtual and different environments, non-real world related, and will continue to grow and develop but in some specific environments such as gaming. However, AR can expand to way more sectors and increase productivity in a more extensive way than VR could.
IV. Background

As described in the introduction section, AR is proven to be an unmatched platform to perform certain tasks or to enhance already existing ones. Augmented Reality’s reach, however, is still somehow limited by the devices used to create this AR environment. Since these type of devices are created in a way that their intrusion to the user gets to minimum levels, so that they can immerse themselves in the features that they offer, they are often not powerful enough so as to actually generate a whole layer of virtual reality over the complete field of view of the user yet. The screening techniques used by most of these devices are still limited to a fragment of a human’s actual sight, where you can feel the endpoints of that fictional reality.

In this project, however, we will make use of what are commonly known as Large Scale Immersive Holograms, whose objective is to simulate real-scale large holograms such as buildings, sculptures, natural elements and other sorts of large objects so that the user feels or perceives them as real. The use of AR for this purpose is highly recommendable as one of the potential uses of these type of holograms is to actually assess whether or not a potential product/building/feature would fit or be appropriate to be applied to the real world. For example, an architect may use LSIH to accurately check how a new skyscraper would fit in a given space, a manufacturing company could use LSIH to pre-emptively know if a certain layout of the factory’s machines would work out in a given space, etc.

For this particular project we will specify the environments and devices that will be used. As the AR device we will be using Microsoft’s HoloLens (v1), a standalone AR/MR device with the following features:
<table>
<thead>
<tr>
<th>Software</th>
<th>• Windows 10 / Windows Mixed Reality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optics / Display</td>
<td>• 2.3 megapixel widescreen see-through holographic lenses (waveguides)</td>
</tr>
<tr>
<td></td>
<td>• 2x HD 16:9 light engines (screen aspect ratio)</td>
</tr>
<tr>
<td></td>
<td>• Holographic Density: &gt;2.5k radiant (light points per radian)</td>
</tr>
<tr>
<td></td>
<td>• 1x 2.4-megapixel photographic video camera Automatic pupillary distance calibration</td>
</tr>
<tr>
<td>Sensors</td>
<td>• 1x IMU (Accelerometer, gyroscope, and magnetometer)</td>
</tr>
<tr>
<td></td>
<td>• 4x environment sensors</td>
</tr>
<tr>
<td></td>
<td>• 1x energy-efficient depth camera with a 120°x120° angle of view</td>
</tr>
<tr>
<td></td>
<td>• Four-microphone array</td>
</tr>
<tr>
<td></td>
<td>• 1x ambient light sensor</td>
</tr>
<tr>
<td>Processors</td>
<td>• Intel 32-bit (1GHz) with TPM 2.0 support</td>
</tr>
<tr>
<td></td>
<td>• Custom-built Microsoft Holographic Processing Unit (HPU 1.0)</td>
</tr>
<tr>
<td>Memory</td>
<td>• 2GB RAM</td>
</tr>
<tr>
<td>Storage</td>
<td>• 64GB Flash</td>
</tr>
<tr>
<td>Wireless</td>
<td>• Wi-Fi 802.11ac wireless networking</td>
</tr>
<tr>
<td></td>
<td>• Bluetooth 4.1 Low Energy (LE) wireless connectivity</td>
</tr>
</tbody>
</table>

Table 1: Microsoft HoloLens (v1) hardware specifications

![Microsoft HoloLens (v1) device](image)

Figure 2: Microsoft HoloLens (v1) device
To actually convey samples of LSIH to the HoloLens device we will be using Unity3D as our development/programming environment. Samples being tested will be based off a LIDAR scan of Las Olas Boulevard, Ft. Lauderdale, FL.

![Figure 3: FARO’s LIDAR scanner device](image)

A LIDAR (Laser Imaging Detection and Ranging) scanner provides very accurate 3D scans of the areas being targeted and can export them into several formats so that they can be recreated through 3D modelling software. For the purpose of carrying these extensive scans to the actual Unity3D environment we will be using several tools, including:

- **FARO SCENE software.** This software is able to read a LIDAR scan file and generate a point-cloud model out of it. It also allows to generate those models with a variable degree of fidelity (i.e. number of polygons) and to select which parts of the scan should be used or not.

- **Meshlab.** This tool allows us to work with the mesh objects created by the SCENE software and to polish certain details before translating the object itself to Unity3D.
In order to perform some time-intensive tasks such as the rendering of those LIDAR scans, professor Hajek has built a rendering server at IIT’s Rice Campus, remotely accessible, so that those tasks are performed by an external server working 24/7.
V. State of the Art

One of the major fields in which AR can prove to be very useful is the manufacturing and design field. This field has always been a huge asset to almost every nation’s economic development, with the sector being more and more demanding these days. Over the last decade, digital manufacturing has become the go-to standard in this industry, as it allows manufacturing engineers to minimize the mistakes that could happen in the line of production to a very small extent, and in a fraction of the time needed before. However, AR technologies that combine both realities in a context-sensitive way can make room for techniques in which, in combination with a human being assisted by this technology, can help provide efficient and complementary tools to assist the manufacturing industry. This is heavily discussed by Nee et al. at [1], who dedicate their first part of the paper to explaining the availability of devices in the market matching the different AR sensorial experiences (e.g. Head-Mounted Displays or HMD for visual stimulations, gloves and other types of devices for haptics and tactile stimulations, etc.).

Figure 4: Example of AR assistance in a manufacturing process
Different software to support these devices in generating those renders or those stimulants that overlay with our real world is also discussed. The main focus of the article though is how deep the current research for AR (and to a lesser extent, VR) is, stating that nowadays most of the AR design efforts and existing research is based upon the prototype designing phase. This is clear for some big industries such as the automotive one, where AR could become a great asset to prototyping new pieces, car bodies, test angles, twists, even physics themselves, without the need to be interacting with something real which could be more time and money consuming. It also states how AR can have a big impact in a critical sector such as the medical one. AR has successfully been implanted in several different hardware devices, such as HMDs or even robotic arms to help assist surgeons with their task, being able for example to display critical measurements such as vital signs, ECG graphs, identify where a tumor is located, etc.

One among the other multiple tasks who could benefit a lot from AR is FLP, or Factory Layout Planning. Before the emergence of AR, there have been multiple VR approaches to take on this issue. Siemens, UGS and CAD Shröer, among others, have developed solutions in VR to plan and design factory layouts before its actual implementation. However, the main issue with this solution being developed in VR is that as it is simulated in a completely virtual environment, every miscalculation or deviation from the reality could significantly alter the final result, whereas if done in AR, one could just simply overlay objects, machines or whatever piece is necessary for the layout of the factory over an empty place to see if it fits, how could they be placed, etc.

Augmented Assembly is also discussed, in which within an Augmented Environment virtual objects can be created and manipulated to help assist with the assembly line. Within this
category, two main distinctions can be made: operating those systems without a special need for any kind of controlling gadget or instrument (namely gloves, mouses, trackpads or other tools) and those who do make use of them. The natural implementation though can be done by just implementing a natural human computer interaction interface, where human bare hands can be used as interaction tools with the AR overlay.

There is, however, a series of challenges and difficulties that AR technology has to face before being a completely reliable system for production. These can be divided into several categories, with the main ones being accuracy, registration, latency issues and AR interfacing issues. Accuracy makes reference to tracking spatial references correctly and scaling appropriately when overlaying information upon the real world. Registration is somewhat tied to the previous issue, and focuses on being able to place an object correctly in an augmented space. There was a solution presented in [2] which could potentially eliminate this errors giving a centimeter level precision both spatially and temporally. Latency issues makes reference to the obvious statement that things overlaying upon the real world need to be perceived as if they were on real time almost, especially if we consider the particular implication of a production line which must be both effective and fast. The last one, AR interfacing, refers to the issues that could potentially emerge as an AR interface should be intuitive, informative and immersive. This is a step-up from traditional user interfaces, in which these goals should also be pursued but the non achievement of any of them is not usually flagged as a critical issue.
As the main focus of this project is for it to be developed within Microsoft’s HoloLens, other research papers and written resources, such as previous years’ alumni work has been reviewed, which are written within this framework.

In [3], the actual architecture and design of the device itself is discussed, highlighting the fact that it is indeed the first mixed reality untethered (meaning not having to be connected physically to any other device) device to exist. It describes all of the optical subsystems that make the Mixed Reality happen, as well as all the electronic devices needed to support them: a custom GPU named HPU, a full logic board running Windows 10 as its OS, a broad Inter Pupillary Distance (IPD) range, IR sensors and LEDs, cameras, display engines and TOF depth map sensor. This paper concludes stating that Microsoft’s HoloLens have a great degree of both comfortability (as they are untethered, have large IPD coverage, small size and lightweight, a good balance and pressure point and great brightness and contrast) and immersion (great Field of View range, world locked spatial audio, and an accurate gesture sensing).

Research found in [4] talks about how Microsoft’s HoloLens can be used to produce large scale immersive holograms, which surpass the category of just overlaying simple objects over the real world, and instead are capable of modelling entire buildings, machinery or very complex and large figures. Different techniques to achieve those are explained, ranging from a basic approach in generating those bodies or figures in Matlab, to computational architectural forms using Rhinocerous 5 with the Grasshopper plugin through Unity for HoloLens. Although the research found here does not dig into interaction with the projected objects, it does state that the degree of immersion achieved by the HoloLens is quite good.
This large scale immersive holograms described by the paragraph above matches with references [6], [7], [8] and [9], which were research projects conducted on this topic at IIT from previous years students. A broad range of topics within the large scale immersive holograms theme are covered, such as human computer interaction, modelling a 3D model of an existing place, optimizing that model to render correctly and with a good performance within the HoloLens’ hardware and interfacing.

**State of the Art Conclusions**

AR is an emerging technology that has already been proved very useful for its implementation in certain industrial sectors, such as the manufacturing and design one, and has the potential to be implemented in even more sectors. Existing solutions written and developed in VR have also been documented to improve, in certain cases, if applied to AR instead. A clear example of this is found in the Factory Layout Planning needed to setup almost any manufacturing or production building. VR covers, hides reality and transports the user to a completely virtual environment in which to test their desired layout. With AR, however, we could create a Mixed Reality environment in which the two realities would overlap, thus being able to precisely map each of the machinery the factory will need, in real time and without having to simulate the environment or building in which the factory will be set.

Although there are plenty of hardware devices that have the capability of delivering AR technology to the users, as the main device we will be using is Microsoft’s HoloLens, and given that the main topic we will be covering is the use of Large Scale Immersive Holograms, we have
ensured that the device itself has the optimal technical specifications and hardware capabilities to deliver a exceptional performance for this task.
VI. Objectives

The objectives to achieve throughout this project are outlined in several subsections within this section. We have several stages of project development, namely:

- LIDAR scans’ feasibility studio to act as LSIH
- Point-cloud rendering techniques with FARO SCENE
- Mesh objects polishing and adaptation to Unity3D with Meshlab
- Unity3D setup and performance tests with HoloLens
- Spatial Mapping concept proofs
- Future technologies: how can LSIH be deployed in the future

Overall, the main objective of this project is to focus on how LSIH can be created and integrated within an AR environment with the current technologies and limitations, how “immersive” and “realistic” the overall experience is, and how those two parameters are likely to increase with the application of newer technologies. Below we will describe what every of these subsection aims for.

Feasibility of LIDAR-scanned objects to act as LSIH

This section of the document will handle whether or not LIDAR-scanned objects are suitable to act as Large Scale Immersive Holograms. We will outline how a LIDAR scan looks like in its entirety, how it can be used to mesh the whole scan or just some elements and check the fidelity and realistic feel of its contents. This will also address how suitable the LIDAR scanning technology is to potentially build LSIH based in existing real-world content.
**Point-cloud rendering technique analysis with FARO SCENE**

This section of the methodology will address what tools does FARO SCENE offer when it comes to generating the point-cloud graphic necessary to later on create a meshed object directly from the LIDAR scan files. Which different types of rendering techniques do exist, which of them are available within the software and a comprehensive analysis on what each one of them offer. This analysis will dictate which of the techniques or specific parameters for those techniques is most suited to approach this particular case.

**Mesh objects polishing and adaptation to Unity3D with Meshlab**

Once a mesh object is created from the subsection above by using FARO SCENE, the objective here is to polish the details and remove unnecessary meshes or “noise” generated by cropping the mesh object directly from the point-cloud render. Also trying to remove as much workload as possible for the HoloLens GPU to handle, i.e., trying to reduce the polygon count without making it too obvious on the visual aspect, smoothing surfaces, etc. After the polishing and smoothing process is done, export the mesh object as a file that Unity3D can easily import such as an *.obj file.

**Unity3D setup and performance tests with HoloLens Device/Emulator**

One of the goals of this project is also to understand and learn how a Unity3D project should be configured in order for the HoloLens applications to be deployable and work. This will cover essentially all the dependencies and libraries that an Unity3D project needs in order to work within the HoloLens device as well as specific parameters related to the device itself such as the depth of view, field of view, etc.
In this phase of the project the main goal will be to assess how good several deployments of different qualities look once deployed to the device, and to do it from both the subjective (i.e. testing out the device and judging if it does look good or not just by perceiving the holograms) and the objective perspective (testing some objective parameters such as delay, frame rate, etc.). This assessment will try to search for a balance between a realistic experience and a smooth experience performance-wise, accounting for all the hardware limitations we might face.

**Spatial Mapping concepts and tests**

Figure 5: Spatial Mapping technology example

Spatial Mapping is a technique used by AR technologies (actually closer to MR than to AR) to use real-world data by scanning its surroundings, for example, with infrared sensors, to build a mesh of how the objects and elements nearby look like from a height, shape, dimension and volume perspective. Depending on how intensively this scan is performed, the resulting mesh will be more or less detailed as seen in Figure 5.
This section of the methodology pursues the goal of analyzing and testing how Spatial Mapping would help from a LSIH-deployment perspective to make the experience feel more realistic. Knowing how a particular hologram could be placed according to what the user is currently seeing in the real world can make the experience much more credible if done correctly. We will therefore deploy and test how some basic figures interact, scale and adapt to its surroundings and assess whether or not this would be suitable for LSIH.

**Future technologies/devices for LSIH**

Lastly, the objective for this project is for it to be scalable and a reference looking forward for new technologies and devices that can enhance the user experience. We will then discuss what the future looks like for AR, MR and LSIH and how new technologies will help make the overall perception better.

This section will primarily focus on the discussion and feasibility of the following technologies and devices:

- Microsoft HoloLens v2 (scheduled for late 2019)
- External GPU processing
- Cloud technologies: cloud-rendering, streaming services…

Each of these subsections will describe what these technologies or devices bring to the table so as to improve the experience and in which way they do so.
VII. Methodology

In this section of the document we will describe, for each of the subsections below, what the methodology procedures have been to achieve each one of the objectives described in the previous section. Here we will include a detailed insight on what each of the tools involved in this project are capable of, how have they contributed to the project and documentation so as to facilitate the continuity of projects in this specific area.

Most, if not all, of the software-related tasks are performed, as mentioned before, in a remote server located at IIT’s Rice Campus in order to keep resource-intensive tasks as much time as necessary without having to dedicate a personal computer to those tasks.

Feasibility studio and analysis of LIDAR scanned files to act as LSIH

Figure 6: One partial LIDAR scan as seen on the FARO SCENE software
This section of the methodology is going to focus on how viable LIDAR scans would be if used to generate mesh objects to be displayed as holograms (LSIH particularly) from a visibility and perception perspective.

These scan files can be opened by using the FARO SCENE software, provided by the same company from whose LIDAR devices the scans come from. As mentioned before, these scans belong to Las Olas Boulevard, Ft. Lauderdale, FL.

Once the scan files have been opened by the software we are shown a preview of actual footage caught by cameras instead of LIDAR-based scans so we get a feel of what the environment looked like from a photography perspective. This would actually be quite similar to what Google Maps does with its Google Street View function. After that, the software must process the scan files before displaying the actual scans in a 3D fashion within the application itself. Once these processing tasks are done, we can open a view combining or just selecting one of the several scans performed, and we would obtain a view similar to that shown in Figure 6.

As we can perceive, the first impression is that it looks a little bit messy and noisy, and that it does not resemble a real street nor does it feel like an accurate model. However, we must take into account that this is not the final result, this representation only shows what the actual scan data has captured in terms of points, shapes, sizes, textures and colors. There are noticeable empty gaps between some of these objects or even within them, but once we build a mesh object from this data those gaps will be filled and smoothed out. So even though the first impression might not be a good one and therefore we could think about this models not working out to fit as LSIH,
through postprocessing and adapting these scans to resemble a higher level of fidelity we can still achieve great results.

---

**Figure 7**: Comparison between what we see in the LIDAR scanned 3D view (top figure) and what Google Street View actually provides (bottom figure)

On Figure 7 we can see that the comparison between the view that the scan files provide and the actual view from Google Street View are not that further apart. In fact, the LIDAR model is still very accurate if we do not mind the gaps between certain textures that, as said before, can be filled and smoothed out. So besides the inner building details not being too accurate (this is mainly due to how a LIDAR scan works, as shown in Figure 8) as LIDAR scanning light pulses
would reflect on the building’s facade, and therefore the interior of said buildings must be scanned separately if we wanted the LSIHs to be immersive enough so as to let the user enter the virtual buildings.

![Figure 8: Working principle for LIDAR-based scanners](image)

Therefore, for the moment being we can conclude that these scans are not by any means realistic enough by themselves, but can be treated in a way that makes them feel realistic and thus could be suited to become LSIH.

**Point-cloud rendering techniques available in FARO SCENE**

In this methodology section we will address the step-by-step process of going from a raw LIDAR scan file to exporting a partial fragment of those scans as a mesh 3D object that we can work with, as well as the techniques used by FARO SCENE to achieve those results.
Importing the scans

First of all, we must import all LIDAR scans to the FARO SCENE software application. LIDAR scans generated by FARO equipment usually have a *.FLS extension. After locating and selecting those files, we should have them successfully imported into our system as shown in Figure 9.

![Figure 9: Scans imported into FARO SCENE](image)

After those scans are imported and before we can proceed to visualize their 3D equivalent, we must process the scan files to generate the 3D model.

Processing the scans

In order to correctly process the scans we must first select which ones we will be processing and set/configure certain parameters to control the outcome of the processing task. Some of these parameters include:
• **Colorization**: By default this will generate just the 3D model of what we have in the scan files, but there is the option to colorize the model based on the pictures that the LIDAR scan takes in conjunction with the scan itself.

• **Filters**: We have several pre-processing filters available to generate a more accurate model, those being:
  
  o **Dark Scan Point Filter**: This removes points obtained from the scan that do not meet a minimum threshold of reflected light. This could potentially remove noise from the model itself if we stop considering reflections that are not relevant for the actual shape we are trying to scan.
  
  o **Distance Filter**: This filter can basically crop the generated 3D model to a fixed distance from start to end, and remove all points exceeding that range.
  
  o **Edge Artifact Filter**: This filter smoothes out or straight out removes edges on shapes found on the scan files in an intelligent way, preserving surfaces such as floors, ceilings and walls so that the overall model looks more polished.

• **Find targets**: This option is mainly used for the processing to be focused in a particular selection done over the scan files. These selections should be done by hand but this option can focus on looking for manually introduced markers, spheres or planes to act as selections.
Registering the scans and creating mesh objects from the 3D view

Before we proceed to the next step we can register the scans within the same scan cluster to have them grouped. This can be done manually by indicating how every single scan overlaps with the others or in an automatic way by letting the software decide how to handle them.

Now we can switch to the “Explore” tab within FARO SCENE and proceed to open the 3D model view of the scans. We have a pretty intuitive move-around tool where we can fly over our model or rotate our view to reach every angle we want to check.

Our main purpose within this application is to convert this 3D scanned view to actual objects to be displayed as LSIH. There are several approaches to achieve this goal, including directly rendering the whole 3D scan as a single, big mesh object, but that comes with a lot of downsides considering that the 3D scan is not clear and clean enough to do so. There are things within the scan that we can consider trimming down, especially knowing beforehand the hardware limitations that we will face for these holograms to be rendered. Therefore, the approach chosen in this project is to start with small scale single buildings and react to the performance of the device itself: if it is considered good, we can add more details or elements; if it’s not, then we look for some other ways of improving them.
In Figure 10 we can see how the selection tool can be used to highlight certain parts of the 3D view to later convert them into a mesh object. The selection tool offers a broad range of modes to make the selection: polygons, different shapes, a manual brush… Once selected, we can add more to our selection, remove areas that we selected erroneously, intersect them if we are taking the selection from multiple angles…

Once we finish our selection, we can go to the “Mesh Selection” option within the top-bar menu, and we will find the prompt shown in Figure 11.
Below we will proceed to describe every single one of these options.

- **Gap Filling**: This is the technique used to fill the gaps between the point-cloud generated by reading the LIDAR scan files. This is what will return us an actual consistent object instead of a messy building skeleton. We have two options within this field.

- **Watertight**: this means that the mesh created will be completely enclosed to avoid gaps if the mesh object we want to create is or can potentially be sensitive to water. It also means that having no gaps it is almost guaranteed that it would be 3D-printable, as some 3D printers build the object layer by layer and can not cover gaps depending on their position.
• **Non-Watertight:** this means that not every single gap between points has to be necessarily covered. In fact we are presented with a very descriptive slider that lets us adjust the threshold on how close should the points be in order for the algorithm to join them together.

• **Smoothing:** This technique basically reduces the harshness or pointy ends that the resulting model could have. It tries to resolve the mesh to a smoother surface that can cause an object to lose detail or become smoother, so this is an option to be used with caution.

• **Color generation:** This references how the coloring will be added to the mesh object itself. Colors could be generated through textures overlapping the existing mesh polygons or be generated through Vertex colors. This last technique assigns a color for each vertice and calculates the color of each polygon pixel based off the colors their vertices have.

• **Maximum number of triangles:** This basically determines the geometrical complexity of the mesh to be generated. The more triangles or polygons we allow our mesh to have, the more close to reality the resulting 3D object will be. However, this increase in quality is directly related to an increase in resource consumption when deployed in a device, as well as in the model’s storage size, so a balance must be kept. As this can be easily post-processed, it is recommended to set for the maximum amount of triangles and then reducing them if necessary.
Mesh objects polishing and adaptation to Unity3D using MeshLab

Once our mesh object is exported (preferably in a *.ply format or similar so that the color information is kept) we can proceed to review it on MeshLab.

Figure 12: Unpolished, sample mesh object exported from SCENE to MeshLab

Through MeshLab we can perform plenty of actions with our 3D model including removing some aspects that were selected with the FARO SCENE selection tool but we do not want them to be into the mesh itself such as those tree fragments. By using the selection tools and the remove vertex option we can get rid of them.

After a little bit of polishing and just by removing unwanted elements that would only add more processing load we end up with something like Figure 13.
We have to keep in mind that as the interior of the building is not scanned properly due to how LIDAR technology works, we’ve decided to remove it altogether as it did not provide any accurate element of how the interior actually looks like and would only add more resource consumption. We could later on scan the interior or render our own version of the interior and add it afterwards behind the actual facade.

There are, however, some necessary adjustments that we must make before transitioning this model into a potential LSIH. The LIDAR scan worked pretty well but still missed some points in the right-hand side of the awning, most likely due to the LIDAR scanning device being placed on the left and being unable to reach that particular spot. This means that there is a part where no awning is appreciated, and instead a huge gap is shown. Even though SCENE offers a gap-filling feature this is not intended for this kind of usage as if we were to try to recreate this building as realistically as possible, we would need to take a LIDAR scan again from the right-hand side of the building to overlap both scans and have the facade from both angles. In fact, we can see that raising the gap-filling feature by a significant margin can lead to unwanted elements being enhanced or introduced:
We can appreciate that there are some noticeable differences between the two models, mainly how the showcasing window frames are displayed. With the low gap-filling threshold we get these frames to be more reliable and realistic, and with a higher gap-filling threshold we find them to be unnaturally enlarged. The same happens with the overall facade, as it looks more rounded than it should be in reality.

With this said, gap-filling is a very interesting parameter to look out when extracting a mesh out of the point-cloud generated model and there isn’t always an ideal threshold to get the model to represent reality in an accurate way, so trial and error method is mostly preferred to reach the ultimate design.

Now we will discuss the post-processing options that Meshlab provides for these objects and how these options may prove useful for when we deploy the object into the HoloLens device.

**Smoothing and remeshing techniques**

Meshlab offers plenty of filters to smooth out an existing mesh as well as repairing or remeshing the object. We will discuss some of them:
Figure 15: Some of the smoothing filters that Meshlab offers

- **Laplacian Smooth**: This filter is intended to reduce the overall noise a mesh can have, or even enhance or exaggerate some of its features by applying a negative coefficient to the filter parameter. It tries to preserve the original geometry while taking rid of this noise and can be done iteratively, which means that the mesh would pass the same filter a number N of times.

- **Depth Smooth**: It applies the same principle used in a Laplacian smooth filter, but it performs it just from the designed point of view, meaning that not the entirety of the mesh has to be affected by this filter, just the part designed to be viewed by the user.
• **Smooth Face Normals**: It performs a smoothing process without changing the vertex points set for the mesh. It just tries to smooth out the resulting faces across all vertex points forming the mesh object. Results are milder but does not alter the mesh structure.

For the remeshing techniques more focused on toning up/down the quality and therefore the performance of the 3D object we will mainly make use of one technique called Quadric Edge Collapse Decimation that is able to reduce the number of polygons a mesh object has.
We can notice here that even after a significant polygon reduction the overall structure of the facade is still the same. This is because in this particular mesh object most of the vertex points are not used to define the actual structure of the facade itself but to mark where the colors should be: there are flat surfaces that normally would require just a small amount of faces/polygons that
actually have lots of them just to accommodate different colors and color shapes within the same surface. This is especially noticeable in the logo displayed on the awning, where the text is more or less legible within the original mesh and then becomes blurry after the polygon reduction.

**Unity3D setup and performance tests with HoloLens Device/Emulator**

Once we have the objects we want to deploy to our HoloLens device, we need to setup an Unity project suited to be deployed to the device. This section of the methodology will cover how to deploy a project to Microsoft’s HoloLens from a fresh blank Unity3D project as well as the requirements needed for that purpose. Later on, this section will discuss how are we going to test the performance the device outputs when rendering our LSIH.

**Requirements to deploy an Unity3D project to HoloLens**

Before proceeding to deploy a project to the device, we need to make sure that we are running the following list of requirements:

- Windows 10 as our main OS, to the latest update
- Visual Studio 2017 Community Edition or higher.
  - Community Edition’s license is free as long as you have a (free) Microsoft Account.
  - Within the Visual Studio environment, we need to install the following additional packages:
    - Desktop development with C++
    - Universal Windows Platform (UWP) development
- Windows 10 SDK, latest revision
• (Optional) HoloLens (1st gen) Emulator.
  
  o To use the emulator, it is a requirement that the system supports Hyper-V

• Unity3D LTS latest version (currently 2018.4)

• MixedRealityToolkit assets and packages

Configuring the project settings

Once the above requirements are met, we will need to configure the settings of our newly created Unity3D project. Most of these settings are accessed through the Edit > Project Settings window.

First of all, we would want to change the quality of the project for UWP targets to be as low as possible. This is due to the hardware limitations that the device has.

Figure 19: Setting very low quality for UWP
Furthermore, we need to let Unity know that we are deploying the project to an AR/MR device and that therefore, the application to be deployed should try to create an immersive view instead of a 2D plane. This is done by enabling Virtual Reality Support on the project by targeting Windows SDK. This is under the ‘player’ tab in the same window as before:

![XR Settings](XR_Settings.png)

*Figure 20: Allowing Virtual Reality Support in our project and targeting Windows 10 SDK*

Next, we need to ensure that the .NET configuration is set up correctly. This configuration option is in the same pane as the Virtual Reality Support one, under the “Configuration” section. We need to make sure that the scripting backend is using .NET:

![Configuration](Configuration.png)

*Figure 21: Setting the Scripting Backend to .NET*

With these settings we should be all set to deploy the project once finished.
Deploying the project to Visual Studio

Once our project is finished and ready to be deployed, we need to follow the following steps in order for it to be compiled to be opened in Visual Studio.

First we should open the **File > Build Settings** window. This will prompt us a window where we can configure the deployment settings for the project. The first thing we should do here is to add every scene that we want to render. If we want to add every scene we have opened in the editor and that we have worked with, there is an ‘Add Open Scenes’ button which will automatically include them.

![Build window settings](image.png)

*Figure 22: Build window settings*
After that, we should make sure that we target the Universal Windows Platform as our deployment platform. This is done by selecting it on the left pane and then clicking the ‘Switch Platform’ button if we were not already using it. The Unity logo to the right indicates which platform we are using at that moment.

Then we want to configure the rest of options as follows:

- Target Device would be HoloLens
- Build Type must be D3D
- Target SDK Version should be the latest installed version
- Build and Run on should be set to Local Machine
- The ‘Unity C# projects” under the debugging section should be ticked

Then we can click the ‘Build’ button and the project will start to compile. This project will not run by itself, instead, it will generate a Visual Studio project that we must open to deploy it to either the device or the emulator.

Now on the folder we selected for the project to be deployed on we should find a *.sln file that will automatically open with Visual Studio. Once opened and all files have been loaded successfully, the main toolbar will let us deploy it to our preferred device.

Figure 23: How Visual Studio looks like when deploying a project to HoloLens
We have several options here for the deployment:

- Deploy the project to the HoloLens Emulator, as noted in Figure 23
- Deploy the project to the HoloLens Device:
  - By connecting it via USB
  - By providing the IP address of the device. Must be on the same LAN.

Once all deployment settings have been correctly inputted, we can click on the play button so that the deployment begins. Visual Studio will compile the whole project and send it to the device or emulator.

*Figure 24: Simple Project deployed on HoloLens Emulator*
Spatial Mapping concepts and tests

Spatial Mapping is a technique that really transitions the AR features of Microsoft’s HoloLens to a MR experience. It uses real-world data to create a more interactive experience for the user. The most common way these kind of devices get to interact with their surroundings is through sensors (which could be infrared, straight up cameras, laser tracking devices and in essence, any sensor capable of scanning 3D environments in a close-range setup).

![Spatial Mapping](image)

Figure 25: How Spatial Mapping obtains its data to be applied later on

Within this context, a Spatial Mapping-capable device maps its surroundings by scanning them through its sensors (the HoloLens have 4 environmental sensors to scan the whole field of view of the user) and creating a virtual mesh to act as reference for where the objects are placed.

Later on, this data can be used to cover a wide range of purposes. By knowing how the real world around the user wearing the device is shaped, we could choose to place objects in a specific location or creating more realistic physics. We could for example create a spherical hologram to
act as a ball and to have it bounce taking into account how the real objects are distributed in space, so if the ball were to bounce over a table, it would do so earlier than it would if it were to bounce on the floor.

Essentially, this marks the main differentiation between AR and MR. In AR you can see both the real and the virtual worlds, but there is no interaction between them. You can use AR to overlay things over your normal view, to visualize UIs, LSIH or other types of static holograms, but there is no interaction whatsoever with the environment. In MR, however, everything can be suited and adapted to the real world. You know the data about your surroundings and how to apply that is just left to imagination.

So the next question would be how can this be applied to this environment. Since we’ve already predicted that the LSIH rendered in this project are not likely to have a good deployment in the HoloLens device due to their high demands in resource consumption, number of polygons and such, we will not be trying to apply Spatial Mapping to these specific 3D models but instead doing some field tests of simpler holograms to see how this technology could be applied in the future when processing power becomes less of a limitation.

We could define 5 main steps when trying to deploy and apply Spatial Mapping within a HoloLens project in Unity:

1. Scanning the surroundings
2. Visualizing the resulting scan as a mesh
3. Processing spatial mapping data to be used in the project: detect walls, ceilings, floors…
4. Working with placing actual objects/holograms within the scanned mesh
5. Adding extra details like occlusion, shaders…

We will focus the results section on this topic for this document in how we can scan a room with the HoloLens device, to especially focus in detecting its walls and ceilings, and having them act as a reference to place our LSIH objects.

**Description of future technologies for LSIH**

In order to better understand what types of technologies or improvements are expected to happen in the future of AR/MR and their LSIH application we need to know first the limitations that these technologies have nowadays.

The first and most obvious limitation nowadays would be the processing power that an AR/MR device has as most of them are supposed to be a lightweight HMD device and thus hardware limitations come naturally by the space restrictions that such devices have. There are technologies and hardware so as to make the rendering of LSIH seem like a breeze, but most of them are heavily dependant on space and power-supply and therefore incompatible with these kind of devices.
However, we can bring some solutions to this main issue by trying to externalize the computation process to a device other than the HMD itself. This is where we come with two main solutions:

- Using an external GPU setting (wired)
- Using cloud infrastructure to build our own external rendering solution

The second most common limitation would be the field of view that the actual devices have. This does have more to do with optics and laser display technologies than with computational power itself. There are significant improvements planned for the future of these devices, as Microsoft is going to boost their new iteration of their HoloLens with a broader and wider field of view which is supposed to cover twice as much area as their current iteration does. Still, that would probably be short when taking into account how much field of view a human eye normally has.

Therefore we can assume that in the near future, improvements will be made in these two specific areas to deliver a better experience with LSIH.
VIII. Results

This section will outline the results we have obtained for the following sections:

- LSIH deployment in HoloLens tests
- Spatial Mapping in HoloLens tests
- Future technologies applicable to LSIH and HoloLens

LSIH performance test results

The objective we set up at the objectives section of this document was to test whether or not these LIDAR-scanned LSIH models would be viable to use in the Microsoft HoloLens device with an overall good experience. Therefore the expectation was to check how many buildings or structures the device could handle at a time with a given quality and scale enough to appear realistic.

Before performing the tests by themselves, we came to realize that precisely because LIDAR scanned models are pretty detailed and in a good scale, and given the shortcomings of the HoloLens device in terms of hardware, that we would probably struggle to render just one building.

That is mainly why the building shown in the methodology section has been trimmed down to leave only the facade. The other reason is that the space within that building is currently empty because of how LIDAR scans work, as we would have needed to scan the building from the inside to get an accurate model of the interior. Anyway, the intention was to test three iterations of the same facade so as to have a fair comparison, with each iteration having a lower quality than the previous one. We wanted to test out these models:
<table>
<thead>
<tr>
<th>Model</th>
<th>Characteristics</th>
</tr>
</thead>
</table>
| ![Higher quality facade model](image1) | • Higher quality facade model  
• 130k+ vertex  
• 260k+ faces (triangles)  
• Color as vertex colors |
| ![Medium quality facade model](image2) | • Medium quality facade model  
• 90k+ vertex  
• 190k+ faces (triangles)  
• Color as vertex colors |
| ![Lower quality facade model](image3) | • Lower quality facade model  
• 35k+ vertex  
• 60k+ faces (triangles)  
• Color as vertex colors  
  o Extracted texture as well |

*Table 2: LSIH models to be tested and their characteristics*

It is appreciated especially in the awning’s text how the quality and the polygon count drop appears more noticeable the lower the quality is. For the last model we also performed a texturization implying that in order to lower further down the polygon count, we let go of the vertex colors and substitute them for a simpler mesh and a texturized object.
The results, however, were a little bit disappointing. Although every single of these objects compiled and were successfully loaded into the HoloLens device, the performance for the High and Medium quality ones did not result in a great experience. Instead, renderings were slow and laggy, and you could tell that the device was being tested to its limit. Even the HoloLens Device Portal wouldn’t respond at some times and so we could not extract exact performance meters out of those two tests.

With the last one, however, we obtained an actually usable hologram, taking into account that the scale was 1:1 (so the building looked as tall as it would in real life) and disregarding a little bit of existing lag on the placement when moving around it, the results were not bad at all.
As we can see the building is correctly deployed even though the quality of it could be better. It did not feel laggy at all and actually ran at the maximum FPS limit.
As we can appreciate in the performance parameters extracted from the HoloLens Device Portal, we are using all the instantaneous SoC power that the unit can deliver. This model is already consuming almost 1.7GB out of the 1.9GB of available RAM memory to the unit, using the Intel Atom X5 CPU to 76% of its capacity (when being static around the hologram) and the GPU (which is currently the custom-built HPU that Microsoft has embedded within the SoC) is at a 100% of its utilization. Even then, the framerate remains stable at 120FPS which is a significantly good number.

**Spatial Mapping test results**

As we described in the methodology section when trying to apply Spatial Mapping technology to a project we have 5 main phases which could in turn be simplified to two essential ones: scanning the surroundings and how that data is treated and used.

For the first part, the scan is done by the HoloLens device itself since it packs 4 sensors capable of tracking distance and volume to nearby objects, walls, ceilings and floors. Within the HoloLens Device Portal we find that we can track what the HoloLens is sensing in real time and even build a mesh model of our surroundings by just walking around.

The results are pretty accurate if we mind that this is quickly done by a HMD device that is not as powerful as other scanning technologies.
Figure 29: Top view of the mesh generated by HoloLens, at TS 2030 (SmartLab)

Figure 30: An inner view of the classroom. Objects such as chairs and tables are detailed as well.

We can see that for being a quick approach the results are quite good. This mesh is exportable as an *.OBJ format and therefore importable to the Unity3D environment. This is quite
good as we could use this mesh as reference even if we did not want to use Spatial Mapping at all. Meaning that by just performing a previous Spatial analysis on our working room we can have a scale within our Unity environment telling us how every hologram would be size-wise when compared to the rest of relatable real world objects and we could even work on object placement.

Now for the Spatial Mapping technology itself, Microsoft provides us with an already prefabricated script named SpatialMapping.cs capable of tracking the environment in real time. Within the options that this script has, we can enable turning on or off a guideline to help us visualize that real-time mesh tracking. In fact, we can see how the HoloLens would generate this mesh without the need to deploy any project at all. If we gaze somewhere with the HoloLens turned on, and we do the ‘air tap’ gesture, we’ll notice how the HoloLens generates a mesh scan of where we pointed our gaze, as noted in Figure 31.

Figure 31: Microsoft HoloLens performing a mesh scanning of where we pointed our gaze
So as we can see by both pictures, the real-time mesh generation of the surroundings for the HoloLens device is pretty accurate and that data could be used to enhance our projects. One interesting thing about the Unity engine and this particular Spatial Mapping script that Microsoft provides is that we can configure colliders based on this mesh data. This means that we could enable several kinds of physics. We could make an object bounce based on this generated mesh, or we could deal with things such as positional-based occlusion.
As we can see by the figure above these different types of occlusion hide the object when it positionally collides with a real-world element. This creates a more realistic experience where virtual objects seem to interact with real ones. Depending on the type of occlusion applied, we can see the outline of the parts being occluded or not.

Deploying a test on the standard occlusion to our device resulted in partially good results. As the end results depend heavily on how well the spatial mapping mesh is rendered we will notice that sometimes occlusion does not happen exactly as we want it to.
It is worth mentioning that even though the sun appears to have a poor occlusion there are other planets as well as the rock debris ring orbiting around it that are correctly hidden behind that box. So the results are noticeable and not bad at all.

Therefore, we can conclude that Spatial Mapping technology could contribute greatly once more processing power is available to these kind of devices as the transition from AR to MR greatly enhances the immersion and overall experience.
Future technologies and devices for LSIH

Microsoft HoloLens v2

Microsoft announced this last February their new HoloLens v2 device which will be taking over the current version and add a significant number of new and improved features. Even though the full technical specs for this device have not yet been officially released by Microsoft, we have a couple of confirmed hardware features:

- **Resolution**: 2K 3:2 light engines in each eye
- **Holographic density**: >2.5K radiants (light points per radian)
- **Processor**: Qualcomm Snapdragon 850
- **Holographic unit (HPU)**: 2nd-generation
- **Wireless**: 802.11ac (2x2), Bluetooth 5.0
- **Wired**: USB-C
- **Camera**: 8MP stills, 1080p video

*Figure 35: Microsoft HoloLens v2 device*
• **Mics**: 5-channel

• **Speakers**: Built-in, spatial audio

• **Other features**: Eye tracking, head tracking, Windows Hello authentication, 6-degrees-of-freedom (6DoF) tracking

From these confirmed HW spec upgrades we can highlight two especially interesting features: the resolution now being 2K as well as the holographic density being upgraded, which will for sure improve how the holograms are perceived, and the processor now being a Qualcomm Snapdragon 850, which should include within its SoC (System-on-Chip) a Qualcomm Adreno 630 as its integrated GPU. This should result in a significant increase from the previous version Intel Atom X5.

We can find a full hands-on benchmark article referenced in [10] from which we can extract the following interesting data:

![Performance Chart](image-url)
This benchmark actually references the Snapdragon 845 instead of 850, but they are virtually the same SoC. The main difference is that the Snapdragon 850 comes already overclocked to add 0.1GHz more clock speed.

We can see that there are several aspects of the current HoloLens version hardware that were very limiting that are now being vastly improved. Clock speed for the CPU has been significantly increased by having 4 cores running at 2.8GHz (twice the current speed, even more if we take into account the 850’s specific overclocking to 2.9GHz) and 4 co-processors running at 1.77GHz. RAM speed and latency has also increased to reach 1866MHz although its size remains
the same. We can see however how the integrated GPU from this SoC is, at least from a clock speed point of view, much faster and will allow for more complex tasks and holograms to be displayed.

From the official presentation at MWC 2019 in Barcelona, Spain, we can also recap a list of features and improvements done over the previous version. The most remarkable ones are:

- Iris recognition technology for authentication purposes
- The user field-of-view (FoV) has been greatly improved. While the previous generation had a 34-degree 16:9 aspect ratio field of view, the new HoloLens come with a 52-degree diagonal FoV which according to Microsoft sources is 2X the current area and most of its growth is now vertical. This is a huge improvement towards user experience which is, ultimately, what LSIH aim for. However, it could still be a little bit lacking when applying this data over a comparative layout as seen in Figure 37

![Figure 37: Comparative for the FoVs of HoloLens 2, a VR device and the human vision](image)
- Native hardware claims to be capable of rendering meshes or 3D objects of up to 100,000 polygon counts.

- Improved user gesture tracking system. While in the current device the front-facing environment-scanning cameras are used to take care of the user’s hand gestures, the improved tracking system will allow for all of the user’s fingers to be tracked, allowing interaction with more complex objects such as a virtual piano, or having more complex UIs set up. This tracking system would still require the user’s hands to be within the tracking area of the device.

- This improvement comes with the addition of several UI new options such as buttons, sliders, etc.

- There is also a claim that this device is exclusively focused for businesses and business practices, disregarding other fields of application such as gaming. This does not mean that the HoloLens 2 won’t be suited for those tasks but rather that its features will not be built with that in mind.

- The most important feature of all of them regarding this particular project is the announcement by Microsoft that they will allow some sort of cloud-rendering service through their Azure Cloud Computing Platform. This will be discussed in the next subsection of the results.

**Cloud rendering/computing technologies**

One of the main issues that we have faced throughout this project is the high resource requirement that Large Scale Immersive Holograms require. Even though the HoloLens 2 device has made significant hardware improvements over its previous iteration of the product, when we
talk about delivering a very immersive experience we must take into account that the objects or holograms we want to interact with must be very detailed and good-sized so as to accurately represent reality over a virtual environment. This means that there is almost no mobile processor capable of delivering the performance requirements these kind of holograms would require, at least with the current technologies.

Therefore, we have two possible options to try to overcome this issue. Both of them rely on forwarding the processing capabilities to another device. The first one would be relying in an external GPU unit to handle all the required graphic processing tasks. The second one is way more flexible and scalable towards the future and would consist on relying the computational power to cloud computing or cloud rendering services, such as the one that Microsoft has promised for this iteration of their HoloLens.

**First option: external GPU unit**

Since there is no official claims nor evidence that this kind of devices will be supported from Microsoft’s end, we can theorize about their hypothetical contribution to LSIH deployment within HoloLens.

An external GPU unit is usually a case with a power source and an interface to let an external, independent graphic card (such as the ones used widely by the market in both gaming and graphic-processing intensive enterprises, as well as other recent uses such as mining bitcoins or cryptocurrency) act as the main source for computing graphics for the interfacing device.
This essentially means that all graphic processing is done in a different device and therefore the limitations are no longer those of the SoC/HPU that the HoloLens device packs. Instead, the limitations with this approach will be delimited by two main factors:

- The GPU being used by this external GPU device. There is usually a large margin here, as we could be using a low-tier desktop GPU (and still be better than a mobile processor’s GPU) or a high-end enterprise GPU and the computational capabilities will be completely different. We can also find that we could do this external GPU device hold one or more GPUs, as both of the most popular manufacturers offer bridges that allow interconnection between two or more of their GPUs (SLI for nVIDIA and CrossFire for AMD).

- The physical interface and drivers used to connect the device with the external GPU. We do know that the HoloLens 2 come with USB-C, so we will take the assumption that this port is data-ready and that it works at the standard USB 3.1 Type-C data rate of 10Gbps. We could extend this to 40Gbps if we were to suppose that instead of just a USB-C connection we had a Thunderbolt 3 port, so we will outline both cases. This is very meaningful and probably the main source of bottlenecking as all the processed data should be sent to the HoloLens to be displayed.
As both USB-C and Thunderbolt 3 interfaces offer usually more theoretical bandwidth than the standard connection for GPUs (PCI-E 3.0) we should have no problem receiving all the processed data. However we must consider that usually the interface/connector specification sets a theoretical maximum limit, and it takes years and several iterations or versions of the same interface/connector to reach that outcome, so it is possible that in the case of USB-C the data transmission rate ends up being lower than the specification.

As we can see in the diagram above, the idea would be having the external GPU rendering in real time the LSIH to be displayed so that the HoloLens’ HPU doesn’t act as a bottleneck. Besides GPU power and having enough data transfer bandwidth so as for the HoloLens to receive the hologram’s streaming, we would need to factor in latency as a key concept for this solution to be realistic.
This is definitely on-par with Microsoft’s idea on this kind of solutions, as they plan to launch their Azure Kinect DX. This product is a developer kit that contains a best-in-class 1MP depth camera, 360° microphone array, 12MP RGB camera, and orientation sensor for building advanced computer vision and speech models. The idea here is to leave all of the spatial mapping processing to a device other than the HoloLens, and even though this device does not provide more CPU/GPU processing power, it does relieve some of the Spatial Mapping tasks the device would have to perform and thus liberating more power to be available to other tasks.

**Second option: cloud computing/rendering solutions**

As we mentioned before, Microsoft has promised that HoloLens 2 are being designed to work with their Azure Cloud Suite and to be able to access a Cloud Remote Rendering technology to boost the HoloLens’ image processing capabilities. As we still don’t know the specific details of this particular technology, we will outline how this could play out.

![Diagram of a potential cloud rendering solution](image-url)
The main principle of work remains similar to the one described in the previous solution. Again, we must rely in an external source of graphic computation to render the holograms to be seen in the device. However, this time instead of using an external GPU in a wired environment, we wouldn’t even require additional equipment as we would be using a cloud solution.

This means that somewhere where the provider has its servers and datacenters, there will be a machine or series of machines in charge of rendering on-demand requests from this type of devices. Since this would be a cloud based service, we can draw a list of pros and cons that this approach has.

<table>
<thead>
<tr>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-demand/Time-based service meaning that service does not need to be dedicated</td>
<td>Requires an internet connection with a good amount of bandwidth. No offline mode.</td>
</tr>
<tr>
<td>No need for the customer to require additional hardware or space to increase productivity</td>
<td>Latency/Delay must be incredibly low to deliver a proper experience</td>
</tr>
<tr>
<td>Added mobility for the subscribing devices</td>
<td>Data privacy might be compromised</td>
</tr>
<tr>
<td>Large variety of cloud-based hardware available to suit all types of needs</td>
<td></td>
</tr>
<tr>
<td>Highly scalable, future-proof</td>
<td></td>
</tr>
</tbody>
</table>

*Table 3: Pros and Cons of rendering through Cloud Computing solutions*

As we can see this approach has its downsides and its upsides. We will try to analyze whether or not these upsides surpass the downsides.
From an economic perspective, it is usually better to let others build the hardware infrastructure and features than to build it yourself. As noted in the first pro, with this kind of technology being used just in an on-demand basis, this means that:

1. From the user’s point of view, we just need to pay for this service whenever we are making use of it. Rates could apply hourly, by the minute, or even depending on the computational power required to perform the tasks requested. This often results in a reduced bill depending on how intensive and frequent the need to use this service is. No additional hardware costs are needed.

2. From the service provider’s point of view, the hardware infrastructure built to offer this type of service can be virtualized so as to allow multiple users to access it (simultaneously or not, depending on workload). Therefore, ensured that the service has enough customers and demand, we could potentially be exploiting this infrastructure to its maximum capacity, resulting in better payoff rates.

Secondly, we must note that by not having to invest in hardware (and its associated costs such as maintenance, etc.) as we did with the first solution and thus not having to upgrade it we do have a much easier opt-in opt-out policy, meaning that if the solution is not enough or ends up not working well, we would not have wasted a huge amount of money in trying to figure out its performance.

This point brings us to our third pro, that by not being bound to a specific external physical hardware, all of our devices making use of these cloud rendering services gain countless amount of mobility since we would just need to move the devices themselves. Since these devices are
typically HMD, they are very easy to transport. This could be especially meaningful for demonstrations for the sales team of a business (i.e. in the manufacturing section, an AR-based company trying to sell a fabric layout technology, etc.) and for congress, events and such.

The two last pros are kind of bound together. If this service has enough demand it will happen what has happened with other cloud services, the hardware specs and features that a cloud rendering service could offer will be within a very wide range of low-tier to high-end services and there is a certainty that every user would find a solution best fitted for their needs. With every hardware upgrade wave for GPUs or other hardware elements related to these services it will be the provider the one investing in it. So therefore there is almost no risk of these services granting outdated or sub-par services since there will most likely be enough competence in the market for the providers to try to not fall apart (Google Cloud, Azure, AWS…).

Now for the cons, we will see if there is a way for them to tone down or get a way around them. For the first one it does not seem like we have much of a solution currently. For accessing cloud-based services you will always need an internet connection. It is the base and principle of their existence, and that’s why they are called ‘cloud services’. So there is no turn around here: cloud rendering will require an internet connection. An offline mode is highly unlikely in the near future.

However, the real con here would be not just the requirement of an internet connection but which kind of internet connection. Rendering holograms designed to be classified as LSIH is not an easy task from a computational point of view. This will very likely mean that even though that
computational power is provided by the cloud rendering services, the data/video streaming that the device must receive in order to display LSIH would require a wide bandwidth to work with. This could be a limiting factor depending on the type of connection we have. With a traditional wired/wireless LAN connection we should have no problem as long as the ISP provides enough bandwidth. However, if using these devices in a more mobile setup we could end up setting up a LTE modem or tethering device to handle the connection, and there’s where things could not go as expected.

The second con is closely related to the first one but does not only rely on internet and internet speed, but rather on the delay or latency that the connection has. We must remember that holograms are displayed based in their angle of view, so every movement from the user must be computed and taken into account to process the visible holograms. We could take two approaches here: either we send a raw, just processed data stream to the device which then handles that data locally (i.e. we send the whole building already rendered so that the device can display its various angles at a local scope) or we just send the data as a video stream. The first approach would be ideal to deal with delay but would still limit the amount and quality of the holograms to be displayed by the hardware that the device packs. The second one would be the desirable approach as long as the delay/latency remains consistent and low so that it does not generate a laggy experience.

For the last one that would mainly depend on our stance with these data privacy kind of issues. Handling our data with third parties is always riskier than processing them in a closed and proprietary environment as we would have if we were to pursue other solution. How this con
affects the overall solution depends on how sensitive the data to be sent/processed is, on what the policy of the service provider is to do with the data they receive…

Overall, we can state that cloud-based rendering solutions are very good suited to fulfill the requirements for deploying LSIH in devices such as the HoloLens and that although there are some cons to the approach, it remains as one of the best solutions nowadays.

**Cloud solutions in the market**

Although there are no current open-market real-time cloud rendering solutions we can see that there is a trend to bring them to the market as soon as possible. Microsoft has promised a service of this type for their new HoloLens v2 and there are other companies like Google investing in similar technologies (although with a different target in mind) as we could see in their Project Stream launch, now transitioned into Google Stadia.

However there are several companies offering cloud rendering solutions currently, although not tailored for real-time use but instead to render high density models, complex structures, and models requiring high computational power in general. These companies are highly likely to jump into the real-time cloud rendering trend if the demand is high enough as the adaptations they’d probably have to make are not that massive. Some of these companies are:
**Google Cloud Rendering (Zync Render)**

Zync Render is a company that offers cloud rendering services by using Google cloud’s infrastructure to do so. They offer a wide variety of machines to choose from and offer access to several 3D modelling software suites. Therefore, the pricing depends on both the machine selected and the licensing for the software suite to be used as well.

*Figure 40: https://www.zyncrender.com/*

*Figure 41: Pricing for Zync Render if using Maya. Data storage is charged separately*
Amazon Sumerian:

![Amazon Sumerian portal from their website](image)

Here we can appreciate that there’s another of the big companies that has jumped straight into these types of solutions. Although the solution here is a little bit different from the others. Instead of offering cloud rendering solutions per se, they provide an environment, similar to Unity, in which users can build and deploy (cloud-based) VR or AR applications.

For the pricing, as it is a different solution that the other ones, the system is also slightly different. They charge you for the amount of stored data as well as the traffic that that data generates.

![Pricing details for Amazon Sumerian service](image)
GarageFarm / Xesktop:

Contrary to the previous described service, Xesktop only offers the advertised servers as a whole package to be rented for a given amount of time. However, they do offer discounts based on how much you pay in advance, as can be seen in Figure 45. These servers are rented by hours.

![Image of Xesktop server specifications](image)

*Figure 44: Xesktop server specifications from their website*

<table>
<thead>
<tr>
<th>amount paid</th>
<th>free %</th>
<th>free credits</th>
<th>total credits</th>
<th>hours</th>
<th>1server/hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>$250 USD</td>
<td>4%</td>
<td>$10</td>
<td>$260</td>
<td>43.33</td>
<td>$5.77</td>
</tr>
<tr>
<td>$500 USD</td>
<td>4%</td>
<td>$20</td>
<td>$520</td>
<td>86.67</td>
<td>$5.77</td>
</tr>
<tr>
<td>$1,000 USD</td>
<td>8%</td>
<td>$80</td>
<td>$1,080</td>
<td>180.00</td>
<td>$5.56</td>
</tr>
<tr>
<td>$1,500 USD</td>
<td>12%</td>
<td>$180</td>
<td>$1,680</td>
<td>280.00</td>
<td>$5.36</td>
</tr>
<tr>
<td>$2,000 USD</td>
<td>16%</td>
<td>$320</td>
<td>$2,320</td>
<td>386.67</td>
<td>$5.17</td>
</tr>
<tr>
<td>$2,500 USD</td>
<td>20%</td>
<td>$500</td>
<td>$3,000</td>
<td>500.00</td>
<td>$5.00</td>
</tr>
<tr>
<td>$3,000 USD</td>
<td>24%</td>
<td>$720</td>
<td>$3,720</td>
<td>620.00</td>
<td>$4.84</td>
</tr>
<tr>
<td>$3,500 USD</td>
<td>28%</td>
<td>$980</td>
<td>$4,480</td>
<td>746.67</td>
<td>$4.69</td>
</tr>
<tr>
<td>$4,000 USD</td>
<td>32%</td>
<td>$1,280</td>
<td>$5,280</td>
<td>880.00</td>
<td>$4.55</td>
</tr>
<tr>
<td>$4,500 USD</td>
<td>36%</td>
<td>$1,620</td>
<td>$6,120</td>
<td>1,020.00</td>
<td>$4.41</td>
</tr>
<tr>
<td>$5,000 USD</td>
<td>40%</td>
<td>$2,000</td>
<td>$7,000</td>
<td>1,166.67</td>
<td>$4.29</td>
</tr>
<tr>
<td>$5,500 USD</td>
<td>44%</td>
<td>$2,420 USD</td>
<td>$7,920 USD</td>
<td>1,320.00</td>
<td>$4.17 USD</td>
</tr>
<tr>
<td>$6,000 USD</td>
<td>48%</td>
<td>$2,880 USD</td>
<td>$8,880 USD</td>
<td>1,480.00</td>
<td>$4.05 USD</td>
</tr>
<tr>
<td>$6,500 USD</td>
<td>52%</td>
<td>$3,380 USD</td>
<td>$9,880 USD</td>
<td>1,646.67</td>
<td>$3.95 USD</td>
</tr>
</tbody>
</table>

*Figure 45: Pricing for Xesktop based on how much payment is done in advance*
Fox Renderfarm:

Figure 46: Costs for a high-end service at FoxRenderfarm

Rendershot:

Figure 47: Some of rendershot’s features

Rendershot is currently one of the few companies that list XR (‘X’ mentioning the possibility of the X being substituted by V, A or M for VR/MR/AR) Rendering as a future feature supported by their servers.
Pricing is based on computational power and also depends on the server specs being used. A priority system is implemented for traditional rendering requests so it gets cheaper the longer you are willing to wait in a queue.

![Pricing for Rendershot services](image)

*Figure 48: Pricing for Rendershot services*

So we can conclude that although current cloud rendering solutions do exist, there is still nothing in the public market that allows to render models in real time. However, there are plenty of clues that can almost guarantee that this is not an utopic scenario and that companies are investing in this kind of technology. And given that a big company like Google is investing too, other companies are very likely to follow the lead.
IX. Conclusions

Throughout this project we have set up a series of goals and objectives to which we will now refer as our guideline to draw the conclusions we can extract from this document.

The first main objective we set up was to determine whether or not LIDAR technology is suitable to generate Large Scale Immersive Hologram 3D models. As we have seen throughout the correspondent methodology section, LIDAR scans offer a very detailed reconstruction of the scanned area. These results are better if we overlap several scans performed over the same area but from different angles. We have covered that there are currently several techniques and methods to render those generated point-clouds and to make them into a readable mesh object.

We have also seen how these mesh objects can be further processed and suited to whatever environment we will be using them on. So therefore we can come to the conclusion that LIDAR scanning technology is good enough so as to provide 3D scenarios or models from where we could extract LSIH objects.

However, one of the main objectives for this project, which was actually deploying those LSIH 3D objects in the HoloLens device did not go exactly as planned. Mainly due to the technical and hardware-level limitations that the device packs, the deployment of these LIDAR-scanned based models yielded a poor performance unless serious quality reductions were made. This did not imply that the models couldn’t run in the device, but rather that the device still is not powerful enough so as to host higher quality versions of that model. Besides, the limitations do not factor only the computational power of the device but also the limited MR field of view that their visor
is able to offer. The region in which a user can see the holograms being displayed is very limited when compared to the whole range of vision a human eye has, losing the ‘immersive’ aspect of the interaction. Thus, for this point we can conclude that LSIH deployed in HoloLens, at least for more complex models such as buildings, still have a great room for improvement.

This sets up the stage for the last part of the document, where we outline what is very likely to happen in the near future with these technologies. Microsoft has already announced its next iteration of the HoloLens device with significantly more processing power and an amplified field of vision which could in turn result in a more immersive experience. This, together with the growth of AR and MR technologies in general now that people being to realize the number of applications those technologies have, set up a trend for Microsoft and other companies to continue investing in these devices.

Even though the new devices will pack more power in their SoC, we have to remember that they will remain as mobile HMD devices, and therefore their hardware limitations will still drag the overall capabilities down. That is why we outline that using external CPU/GPU processing, either via traditional cable interfaces (USB-C, Thunderbolt) or Cloud Computing technologies, will greatly contribute in the future towards the achievement of a realistic LSIH experience within these devices.
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